Scientific and Social Research, 2024, Volume 6, Issue 12

Bl%— BYWORD https://ojs.bbwpublisher.com/index.php/SSR
SCIENTIFIC PUBLISHING PTY LTD

,,,,, " Online ISSN: 2981-9946
Print ISSN: 2661-4332

Human-machine Collaborative Translation
Based on Artificial Intelligence Technology

Rong Chen*, Bo Guo

Xi’an University of Posts & Telecommunications, Xi’an 710000, Shaanxi Province, China
*Corresponding author: Rong Chen, chenrong@xupt.edu.com

Copyright: © 2024 Author(s). This is an open-access article distributed under the terms of the Creative Commons Attribution License
(CC BY 4.0), permitting distribution and reproduction in any medium, provided the original work is cited.

Abstract: This paper is dedicated to an in-depth exploration of the human-machine collaborative translation, which
specifically refers to the synergy between human translators and artificial intelligence tools. The paper systematically
reports the merits and drawbacks emerging in the pre-translation, in-translation, and post-translation phases. To illustrate
this, a real translation project is taken as an example to depict the detailed collaboration process. In the current translation
field, the human-machine collaborative model has become a key research focus. Through this case study, several factors
that influence the collaboration are identified. For instance, the accuracy and adaptability of artificial intelligence tools,
as well as the human translator’s ability to leverage and correct these tools. Moreover, strategies and methods to enhance
collaboration and generate high-quality translations are discovered. These include proper utilization of Al features like
automatic Translation Memories and Terminology Recognition, combined with human critical thinking and cultural
understanding. By examining the cooperation mechanism and exploiting diverse translation tools, the aim is to strengthen
the bond between humans and machines. This not only improves translation quality and accelerates the process but
also lays a solid theoretical foundation for future research. The practical significance of this research topic is thus well-
established, striving to optimize translation workflows and pioneer new paths for more proficient and accurate translations

in the age of technological advancement.
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1. Introduction
1.1. Related studies

In the rapidly evolving landscape of technology, artificial intelligence (AI) has made significant strides
across various sectors, profoundly impacting the translation industry. Traditional translation methods, once
predominantly reliant on human linguistic expertise, are increasingly supplemented by machine translation (MT)
systems and computer-assisted translation (CAT) tools. While these Al-driven solutions demonstrate impressive
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results in certain contexts, such as technical and scientific domains, limitations persist regarding cultural nuances,
idiomatic expressions, and complex syntactic structures !". The reliance on machine translation can sometimes
lead to errors that compromise the integrity and intended meaning of the source texts .

The concept of human-machine collaborative translation has emerged as a promising approach to mitigate
these challenges. This model emphasizes the synergy between human cognitive abilities and machine efficiency,
aiming to deliver translations that are not only accurate but also culturally and contextually relevant "', By
integrating the strengths of both Al tools and human expertise, this partnership seeks to enhance both the quality
and efficiency of the translation process.

Current literature underscores the benefits and challenges inherent in this collaborative model. Doherty
and O’Brien found that while Al tools can quickly process large volumes of text, the intervention of human
translators is essential in ensuring that translations are contextually rich and culturally appropriate !'. Moreover,
some researchers emphasize the importance of training human translators to effectively utilize Al tools,
highlighting their role in correcting machine-generated outputs and applying their cultural knowledge to ensure
high-quality translations ). Additionally, maintaining cultural fidelity is also important when leveraging Al in
translation work, and the human touch is irreplaceable in many aspects of translation "', Furthermore, recent
developments in translation management systems (TMS) have highlighted new models for collaboration between
humans and machines, showing enhanced efficiency and quality in translation workflows .

Furthermore, recent developments in translation management systems (TMS) have highlighted new
models for collaboration between humans and machines, showing enhanced efficiency and quality in translation
workflows. These systems facilitate better communication and coordination among team members, allowing for

a more streamlined process that leverages both human insight and machine capabilities.

1.2. Al technology in translation

Al tools have revolutionized the translation landscape by providing innovative solutions that enhance both the
efficiency and accuracy of the translation process. These tools encompass a wide range of technologies, including
machine translation (MT) systems, computer-assisted translation (CAT) software, translation management
systems (TMS), and large language models (LLMs). Machine translation systems, such as Google Translate
and DeepL, utilize advanced algorithms and neural networks to generate translations quickly, making them
particularly effective for large volumes of text and straightforward language pairs.

Computer-assisted translation tools complement machine translation by offering features such as translation
memories, glossaries, and real-time collaboration capabilities ”. These tools enable translators to build a
repository of previously translated segments, ensuring consistency and reducing the time spent on repetitive
tasks. Moreover, they allow for the integration of Al-generated suggestions, which human translators can refine
and adapt based on their expertise and understanding of the source material.

In recent years, large language models like OpenAl’s GPT-4, Facebook’s LLaMA, and Google’s PaLM have
gained prominence in the field of natural language processing . These models, pre-trained on vast datasets,
can produce human-like text and understand the context at a level that traditional translation tools often struggle
with . LLMs can help human translators recognize idiomatic expressions and generate contextually appropriate
responses, making them valuable assets in the translation process. Their ability to fine-tune specific tasks,
including translation, further enhances their utility, enabling more accurate and context-aware translations.

Translation management systems (TMS) further streamline the translation workflow by facilitating project
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organization, team collaboration, and quality assurance processes. These systems often incorporate Al-driven
analytics to assess translation quality, track progress, and manage deadlines, thereby improving overall project
efficiency "\

While Al tools, including LLMs, have made significant strides in enhancing translation capabilities, it is
important to recognize their limitations. Issues such as the handling of cultural references and complex syntactic
structures remain challenging for Al systems. Therefore, the role of human translators in reviewing and refining
Al-generated translations is crucial to ensure the final output meets the desired quality standards and effectively
conveys the intended meaning.

In summary, Al tools, including LLMs, play a critical role in modern translation practices, offering both
efficiency and support to human translators. By understanding how to effectively integrate these tools into their
workflows, translators can enhance their productivity while maintaining the quality and cultural relevance of
their translations.

The case study in this paper provides a concrete example of human-machine collaborative translation mode
in action. It demonstrates how human translators and Al tools can effectively interact to produce high-quality
outputs in the three stages of the translation process—pre-translation, in-translation, and post-translation.

By exploring the collaborative mechanism and evaluating various factors influencing the partnership
of human translators and Al tools, this paper aims to identify effective strategies for optimizing translation
workflows. Ultimately, it not only contributes to the theoretical framework surrounding human-machine
collaboration in translation but also offers practical insights for enhancing translation quality amid technological

advancement.

2. Human-machine collaborative translation

2.1. Mechanism of human-machine collaboration in translation

In the human-machine collaborative translation model, the interaction between human translators, computer
hardware, and software can be understood through a logical framework similar to the relationship between
software and hardware in a computing system. This collaboration leverages the unique strengths of both human
expertise and machine efficiency to enhance the translation process.

Human translators play an important role in this model, akin to the software layer in a computer system.
With their deep knowledge of language, culture, and context, human translators are essential for refining and
adapting machine-generated translations. While machines can generate quick and efficient translations, they
often lack the nuanced understanding of linguistic subtleties, tone, and cultural context that a human translator
brings. The human translator makes final decisions, ensuring that the translation is both accurate and contextually
appropriate.

On the other hand, the computer hardware serves as the physical foundation for the entire process. This
includes processors, memory, and storage devices that provide the computational power necessary for running the
software tools that assist in translation. Just as a computer system would be unable to perform without hardware,
the translation process depends on the reliable performance of this infrastructure to process vast amounts of data
quickly and efficiently. The hardware supports the machine translation engines, language models, and translation
management systems, ensuring that they operate at scale.

The software layer in this model includes the various tools that assist the translator in their work. These
software applications include translation management systems (TMS) integrated with machine translation
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engines, large language models (LLMs), and Al-driven search engines. These tools automate repetitive
tasks, suggest translations, and provide access to relevant resources, databases, or glossaries. They act as an
augmentation of the translator’s capabilities, making the process faster and more efficient, while also allowing
the human to focus on the more complex and nuanced aspects of the translation.

The relationship between human translators, hardware, and software in this model is one of interdependence.
The machine provides the computational speed and efficiency needed to process large volumes of text, generate
translation suggestions, and access databases of linguistic resources. At the same time, it is the human translator
who directs and supervises the software’s output, ensuring that the machine’s suggestions are refined and
contextualized. While the machine offers assistance, it is the human who makes the final decisions, evaluating
and correcting the machine’s output as needed.

In this collaborative setup, the hardware executes the instructions provided by the software, processing data
and running the machine translation systems. Without hardware, the software would have no platform to function,
and the translation process would not be possible at the speed or scale required. However, the human translator is
the ultimate controller, guiding the software to ensure that the translation is of high quality, linguistically sound,
and culturally sensitive.

Therefore, the human-machine collaborative translation model highlights the symbiotic relationship between
human expertise and machine automation. Both components—human cognition and machine efficiency—
are indispensable. The machine aids in speeding up the translation process, handling repetitive tasks, and
providing useful suggestions, while the human translator ensures that the final product is accurate, meaningful,
and contextually appropriate. By combining the strengths of both, this model significantly enhances translation
efficiency, accuracy, and consistency, making it a powerful approach for modern translation workflows (Figure 1).
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Figure 1. Human-machine collaborative translation model

2.2. Translation process
The translation process is commonly categorized into three primary stages: pre-translation, in-translation, and
post-translation. In this model, human translators engage in a collaborative process with computational tools to
accomplish translation tasks efficiently and accurately.

The pre-translation phase marks the initial stage of the process, during which human translators undertake
a thorough analysis of the source text. This includes examining its context, tone, and cultural nuances to ensure
a nuanced understanding of the material. Human translators also collaborate with artificial intelligence (AI)
tools, such as large language models, for the extraction of domain-specific terminology. Additionally, translation
management systems (TMS) are employed to streamline project organization, optimize workflows, and manage

project timelines effectively.
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During the in-translation phase, machine translation systems generate preliminary drafts based on the
analysis of the source text. These drafts, however, are not considered final. Human translators engage in the
process of post-editing, refining the machine-generated output by making necessary adjustments to improve
accuracy, fluency, and appropriateness for the target audience. Translators may also leverage external Al-powered
search engines to gather additional linguistic resources, ensuring that specialized terminology and context are
appropriately addressed. Automated quality control and assessment tools are frequently employed at this stage to
enhance the overall quality of the translation, ensuring that it meets the required standards.

In the post-translation phase, human translators utilize Al tools for a comprehensive final review of
the translated text. This involves extensive proofreading to detect and correct any grammatical, spelling, or
syntactical errors. In addition, translators ensure that the formatting and layout of the text conform to the required
specifications, utilizing advanced editing software to present a polished and professional final output. The
integration of human expertise and Al-driven tools throughout these phases ensures a high-quality translation
product that combines linguistic precision with cultural relevance.

3. Case analysis

This case study pertains to a book translation project from English to Chinese, encompassing a multidisciplinary
range of topics, including psychology, medicine, and sociology. The text further incorporates references to
specific cultural literary works and historical events, which add layers of complexity to the translation process.
The multifaceted nature of the subject matter, combined with the cultural and historical nuances embedded within
the source text, presents significant challenges in terms of both linguistic accuracy and cultural fidelity.

The project spanned a duration of five months and involved a rigorous, collaborative approach between
human translators and artificial intelligence (Al) tools. Throughout the translation process, the translators
engaged closely with Al-driven resources to enhance efficiency and accuracy, ensuring that both technical
concepts and cultural references were conveyed with precision. The integration of Al tools, such as machine
translation systems, terminology databases, and quality control software, was essential in assisting human
translators with managing the complexity of the subject matter and the intricate cultural nuances.

The primary objective of this project was to achieve an accurate and faithful representation of the original
text, ensuring that specialized technical terms, as well as cultural and historical references, were effectively
communicated to the target audience. The project sought not only to preserve the original intent and meaning
of the work but also to facilitate a deeper understanding of the content among Chinese-speaking readers.
By addressing both linguistic and cultural considerations, the project aimed to ensure that the translated text
resonated meaningfully with the target audience while maintaining the integrity of the source material.

3.1. Pre-translation
In the pre-translation phase, a comprehensive set of measures was implemented to ensure the quality, accuracy,
and professionalism of the translation process. A critical component of this phase was the integration of advanced
artificial intelligence (Al) tools for terminology extraction, coupled with the establishment of a real-time
translation memory system designed to enhance both efficiency and consistency throughout the project.

To extract specialized terminology from the source text, the study selected three prominent domestic
large language models—DouBao, Tongyi Qianwen, and Zhipu Qingyan—all of which are recognized for their

proficiency in processing complex technical content. The models were tasked with extracting terms from specific
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excerpts of the source material, which covered a wide range of domains, including psychology, medicine,
neuroscience, and sociology. To ensure a fair and consistent comparison across models, the study devised a set of
standardized prompt statements, guaranteeing that all models were given identical instructions for terminology
extraction. These prompts were carefully constructed to elicit accurate and relevant professional terms within the
aforementioned fields.

The specific prompt provided to the models was as follows:

Prompt: “Please extract all the terminologies from the document, provide their Chinese definitions, and
categorize them by fields such as psychology, medicine, neuroscience, sociology, etc.”

The results from all three models were analyzed, revealing a consistent extraction of terminology from
the document. Each model provided not only the English and Chinese definitions of the terms but also detailed
explanations where necessary. Furthermore, the extracted terms were organized according to the specified
categories of the source fields. The results were then compiled and presented in Figures 2, 3, and 4 below, which
demonstrate the effectiveness of each model in accurately identifying and categorizing the relevant terminology.

This phase was instrumental in ensuring that the translation maintained both terminological precision and
domain-specific consistency, thus setting the foundation for the subsequent stages of the translation process.
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Figure 2. Results from DouBao
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Figure 3. Results from Tongyi Qianwen

230 Volume 6; Issue 12



GLM-4 ~

2 FF_uSMwUE

Please extract all the terminologies from the document, provide their Chinese definitions, and catego
rize them by fields such as psychology, medicine, neuroscience, sociology, etc.

Sample 1
AR
B, e

@ CchatGLm
1. 1LIB% (Psychology):

* SIWEEIE (Separation anxiety): IE MAE SHIN RO B BINERMIZLRE, ()

B (Mind after Midnight): I8 MATERRES, ARFIBERSSORBHARENE, FRHEIEHSS.
BESTH TR, THUBEIRIKBIHEREIRE, (PD

« It (Aggression): IS MNAERIGE M ASBIAIARY TR, (vFD)

o FEIE (Anxiety): S8 MARSFRATRERENRESHERRVETN R, (v

« {EBIEL (Low mood): IS MAERIBHITE, B EENNRE.

O 000OB®0O0

2. % (Medicine),
@ FEE v

il

3 ®)@, Brssgs . o

€]

Figure 4. Results from Zhipu Qingyan

Upon completion of the terminology extraction process, the next step involved consulting with language
experts to evaluate the accuracy and relevance of the extracted terms. The experts were tasked with determining
whether each term was a specialized term within the specific domain or a more general, commonly used word.
This expert review was essential in ensuring the reliability and precision of the terminology, particularly in
distinguishing between terms that were contextually appropriate for the subject matter and those that were less
relevant.

Subsequently, a comparative analysis of the performance of the three large language models was conducted
based on three key evaluation metrics:

Quantity: The total number of terms extracted by each model, reflecting the overall output.

Accuracy: The ratio of accurate terms (those that were correctly identified and defined) to the total number
of terms extracted, providing a measure of the precision of each model’s extraction process.

Relevance: The proportion of specialized terms (those that are domain-specific and pertinent to the subject
areas such as psychology, medicine, neuroscience, and sociology) relative to the total number of extracted terms,
indicating the model’s capacity to focus on terminology that is essential to the technical content.

Table 1 presents a summary of the comparative analysis of the three models based on these metrics. This
detailed evaluation provides insight into the strengths and weaknesses of each model, facilitating a more informed
decision on the most effective tool for terminology extraction in the context of specialized translation tasks.

Table 1. Comparison of terminology extraction results

Model Quantity Accuracy Relevance
Dou Bao 16 88% 94%
Tongyi Qianwen 27 96% 96%
Zhipu Qingyan 18 89% 78%

From the table presented above, it is clear that Tongyi Qianwen outperformed the other models across all
evaluation metrics, including quantity, accuracy, and relevance. This superior performance provided a substantial
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reference for the subsequent stages of the translation process, offering high-quality extracted terminology that
would contribute to the overall success of the project.

To ensure consistency and efficiency throughout the translation process, the study selected the YiCAT
platform as the tool for establishing a translation memory (TM). This platform is designed to facilitate the
automatic storage of translated content when using computer-assisted translation (CAT) tools, thus enabling
translators to easily retrieve and reuse previously translated segments, thereby enhancing workflow efficiency
and maintaining consistency across the translation.

At the outset of the translation process, the study began integrating the terms and related sentences extracted
by Tongyi Qianwen into the YiCAT platform. This initial data input served as the foundation for creating a
structured and systematic translation memory. As the translation progressed, each chapter’s translated content and
its corresponding translation results were systematically recorded in the memory, ensuring that the information
was continuously updated and expanded. This iterative process enabled the translation memory to grow
dynamically, incorporating new terms, phrases, and context-specific translations that contributed to improving
the quality and consistency of subsequent translation work.

By implementing these steps, the pre-translation phase effectively leveraged multiple Al tools for
terminology extraction and established a robust translation memory. This approach not only facilitated the
smooth progress of the translation process but also ensured that the project was carried out efficiently, with a
strong emphasis on consistency and accuracy. The establishment of a comprehensive translation memory in this
phase laid a solid foundation for the continued success of the translation project, enabling a seamless transition to

the subsequent stages.

3.2. In-translation

In this phase, the study fully utilized the diverse functionalities of the YiCAT platform to facilitate efficient
human-machine collaboration and ensure the delivery of high-quality translations. Initially, the study employed
the ChatGPT-integrated translation engine available on the YiCAT platform for the preliminary translation.
This engine combines the advanced processing capabilities of artificial intelligence with deep learning models,
enabling the rapid generation of accurate initial translations. The integration of Al in this stage significantly
enhanced the translation efficiency, providing a substantial reduction in the time required for the initial translation
process, thereby allowing the team to allocate resources to more complex tasks.

Following the completion of the initial translation, a rigorous post-editing process was conducted to refine
and improve the automatically generated text. During this phase, the study systematically analyzed the initial
translation in conjunction with the automatic quality assessment tools offered by YiCAT. These tools facilitated a
comprehensive evaluation of key translation attributes, including accuracy, fluency, and adherence to professional
standards. The system’s assessment capabilities allowed the researchers to identify areas requiring revision and
ensured that the translation met the highest quality standards.

YiCAT’s artificial intelligence-based scoring system further assisted in the post-editing process by providing
valuable insights into the quality of the translation. After the machine-generated translation was processed,
the system estimated the edit time and editing distance for each sentence, offering an objective measure of the
required revisions. The system then evaluated the overall translation quality and assessed the level of difficulty
associated with the required edits. Based on these evaluations, sentences were assigned one of four quality
scores: S (superior), A (excellent), B (good), or C (needs improvement).
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The following presents three distinct examples of human-machine collaboration in various aspects of the

translation process. These cases highlight how the combination of Al-generated translations and human expertise

results in improved translation outcomes, ensuring both linguistic precision and contextual relevance.

ST1: Scientists think that, when we’re excessively tired, the part of our brain that suppresses activity in the

amygdala (the brain’s emotional and fear headquarters) becomes impaired, leaving our emotions in free fall — and

so we vent and rage.
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and so we vent and rage.
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Figure 5. Case 1 machine translation on the YiCAT platform

As shown in Figure 5, the machine translation quality evaluation given by the system is C, the post-
editing time is estimated to be 368s, and the post-translation editing distance is estimated to be 69. The machine
translation quality is low, and the post-editing time and distance are long, so translators need to pay more
attention to the sentence.

The researchers also extensively applied terminology databases and translation memories during the
translation process to ensure consistency in terminology usage and style. The YiCAT platform allowed the
researchers to access these resources at any time within the working interface, ensuring the accurate use of
professional terms and avoiding ambiguities and confusion in the translations. The terminology base enabled
in Yicat will automatically query the match result in translation. As shown in Figure 5, YiCAT automatically
queried and marked the translation of the term “amygdala”, which helped researchers to quickly check and
improve the translation efficiency.
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ST2: Everyone else was involved in vibrant “color field painting”, but Krasner was “once more. . . going
against the stream.”
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Figure 6. Case 2 machine translation on the YiCAT platform
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Figure 7. Search Results from DouBao

As illustrated in Figures 6 and 7, the study employed external Al search tools, specifically utilizing
DouBao’s Al deep search functionality, to conduct in-depth research on the term “color field painting.” The
results generated by DouBao were accompanied by an extensive array of reference sources, each of which
provided direct links to the original websites for verification of authenticity. This feature allowed researchers to
cross-check and substantiate the information obtained, ensuring the reliability of the research.

The search results offered detailed explanations of the term “color field painting”, including its cultural
context and significance. Recognizing the term’s deep-rooted cultural connotations, the study made a conscious
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decision to include the translator’s notes in the translations. These notes were carefully crafted to provide the
target audience with additional background information, enabling them to fully appreciate the cultural relevance
of the term. By integrating these explanatory notes, the researchers ensured that their translations were not only
linguistically accurate but also culturally rich, thereby enhancing the reader’s understanding of the material.

This approach was essential in maintaining the integrity of the original content while also ensuring that
the translation resonated meaningfully with the target audience. The inclusion of cultural context within the
translation process contributed significantly to improving the overall readability and comprehensibility of the
text.
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As the translation process advanced, the automatic quality assurance (QA) feature played a critical role in
continually refining the translations. This tool provided real-time monitoring of the text, identifying potential
issues such as untranslated content, formatting inconsistencies, and repeated sentences. By leveraging the
automatic QA feature, the researchers were able to detect and address these issues efficiently during the final
review stage, ensuring the overall quality and consistency of the translation. Upon the initiation of the quality
assurance phase, the system was set to flag any violations of the established translation rules. When the
translation deviated from these rules, YiCAT would display three distinct icon reminders—denoting minor errors,
general errors, and serious errors—on the right-hand side of the sentences that failed to meet the prescribed
standards. This visual feedback allowed for quick identification and prioritization of issues, streamlining the
post-editing process and facilitating prompt corrections. The integration of the automatic QA feature significantly
enhanced the ability to maintain high-quality translations, ensuring that any discrepancies were addressed in a
timely manner and that the final output adhered to the required linguistic and formatting standards.

ST3: Sleep researcher and co-author of “The Mind after Midnight”, Michael Perlis, calls this
“hypofrontality”, a condition resulting from sluggish blood flow and poor glucose uptake in the brain regions
responsible for judgment and impulse control.
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Figure 8. QA results on the YiCAT platform
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As illustrated in Figure 8, a minor error icon was displayed next to the translation, accompanied by a
specific error description at the bottom of the screen. The description indicated that the translation was missing
the term “hypofrontality.” This feature allowed researchers to promptly identify the missing term and cross-
reference the translation with the relevant prompt. By modifying the translation to include the correct term, the
researchers were able to address the issue efficiently. The automatic quality assurance (QA) function proved to
be an invaluable tool in this process, as it facilitated the swift detection of errors such as missing terminology. By
providing clear error notifications and enabling immediate corrections, this feature significantly reduced the time
required for manual review and calibration, thereby enhancing the overall efficiency of the translation process.
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Leveraging the robust capabilities of the YiCAT platform, the study established an efficient workflow
throughout the translation phase, effectively demonstrating the strengths of human-machine collaboration. This
integrated model not only expedited the overall translation process but also upheld the quality of the translation,
ensuring that the final output accurately reflected the author’s original intent. Furthermore, it was tailored to meet
the specific linguistic and cultural needs of the target audience, thereby ensuring that the translation was both
faithful to the source text and contextually appropriate. This approach exemplifies the potential of Al-assisted
translation in enhancing both efficiency and quality, allowing for the delivery of a precise and meaningful

translation.

3.3. Post-translation

In the post-translation phase, our primary focus was on refining the translated content to ensure its accuracy,
quality, and coherence. Following the completion of the initial translations and subsequent edits, we implemented
a comprehensive review process to enhance the overall integrity of the translated materials.

The first step in this process was a thorough proofreading of the translated texts, during which the study
meticulously examined the content for typographical errors, grammatical inconsistencies, and any issues related
to the consistency of terminology. This stage was crucial not only for ensuring that the translated documents
adhered to professional linguistic standards but also for maintaining the fluency, clarity, and readability of the
text. Following the proofreading, the study conducted a final round of quality assurance (QA) checks, with a
particular emphasis on the accuracy of specialized terminology and the alignment of the translated text with
the original source material. This involved verifying that the technical and cultural nuances were accurately
preserved and that any discrepancies between the original and the translated text were identified and promptly
addressed. This careful scrutiny further reinforced the integrity and precision of the translation. The final step
involved the formatting of the translated documents to ensure compliance with the relevant publication standards.
This included verifying the correct presentation of visual elements, ensuring the proper formatting of references
and citations, and confirming that all other structural aspects of the document adhered to the required guidelines.
By attending to these details, the researchers ensured that the translated content was not only linguistically
accurate but also professionally presented, thus preparing it for final delivery to the client. This rigorous post-
translation process ensured that the final output was both precise and polished, meeting the highest standards of

translation quality and ready for professional use.
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4. Discussion

4.1. Challenges in human-machine collaboration in translation

The process of translation, particularly for complex and specialized materials, requires a delicate balance between
the capabilities of artificial intelligence (Al) tools and the expertise of human translators. This section explores
the challenges and limitations inherent in this collaboration, with a focus on three key areas: the complexity of
content, the limitations of Al tools, and the essential role of human translator skills. Each of these factors plays
a crucial role in determining the overall quality of the translation output and highlights the need for a synergistic
approach where human intuition and Al efficiency complement each other. By addressing these challenges, the
study can ensure that translations not only retain technical accuracy but also preserve the cultural and contextual

nuances that are vital to the intended meaning.

4.1.1. Complexity of content

The complexity of the source material, particularly in specialized domains such as psychology, medicine, and
sociology, presents significant challenges for both Al tools and human translators. These fields often involve
highly technical terminology and intricate concepts that require a profound understanding of the subject matter.
Additionally, the presence of cultural references and historical contexts within the text further complicates the
translation process. Such elements demand a nuanced interpretation that goes beyond mere linguistic equivalence
and requires a deep awareness of both the cultural significance and contextual subtleties embedded in the original
work. Al tools, despite their advanced capabilities, may not fully capture these layers of meaning. Consequently,
a collaborative approach, wherein human expertise complements the computational power of Al, becomes
essential. This collaboration ensures that the translation is not only linguistically accurate but also contextually
appropriate and culturally relevant, allowing the target audience to fully comprehend the intended message.

4.1.2. Limitations of Al tools

Although Al tools such as machine translation engines and terminology extraction models play a critical role in
enhancing translation efficiency, their performance is not without limitations. The effectiveness of these tools
is often contingent upon the quality and scope of the data they have been trained on, as well as the specific
context in which they are applied. For instance, the varying results produced by different Al models—such as
DouBao, Tongyi Qianwen, and Zhipu Qingyan—underscore the fact that some models may be better suited
for particular tasks, such as terminology extraction in certain fields or languages. This variance in performance
highlights the necessity for a nuanced understanding of each tool’s strengths and weaknesses. Human translators
must, therefore, be prepared to critically evaluate and refine the outputs generated by Al, ensuring that any
discrepancies, inaccuracies, or inconsistencies are promptly addressed. This ongoing process of review and
adjustment is crucial for maintaining high translation quality, as Al tools alone are insufficient to guarantee
perfect results in all contexts.

4.1.3. Human translators skills

Despite the growing significance of Al tools in the translation process, the expertise of human translators remains
indispensable. Human translators possess a deep, contextual understanding of language, which enables them to
interpret and convey not only the linguistic aspects of a text but also its cultural, emotional, and psychological
nuances. This skill set is particularly important when translating materials that contain culturally specific references,
humor, or emotional depth, elements that often defy straightforward translation by Al models. Human translators also
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bring their judgment and intuition to the translation process, making informed decisions that account for the subtleties
of tone, style, and the socio-cultural context of the target audience. While Al tools can facilitate and expedite many
aspects of translation, it is the human translator’s ability to navigate these complexities that ensure the translation
remains accurate, culturally appropriate, and emotionally resonant. Thus, human expertise plays an essential role in
complementing and refining the outputs of Al, particularly in complex and specialized domains.

4.2. Optimizing human-AlI collaboration in translation

The integration of artificial intelligence (Al) tools into the translation process has revolutionized the field,
enhancing efficiency and enabling human translators to focus on more complex and nuanced tasks. However,
to truly maximize the potential of Al in translation, it is crucial to adopt strategies that facilitate effective
collaboration between human expertise and machine capabilities. This section explores several key aspects of
this collaboration, emphasizing the importance of effectively utilizing Al tools, maintaining robust post-editing
and quality assurance practices, and fostering a culture of continuous learning.

In particular, the study examines the role of Al tools such as the YiCAT platform’s translation memory and
automatic quality assurance features, which can significantly streamline the translation process by handling
repetitive tasks and ensuring consistent quality. Furthermore, the study highlights the critical role of post-editing,
where human insight and Al-generated content converge to refine the output, ensuring that it meets the highest
standards. Finally, the section addresses the importance of continuous learning, encouraging translators to adapt
to evolving technologies and further enhance their skills. By implementing these strategies, the collaboration
between human translators and Al tools can be optimized, leading to translations that are not only efficient but

also accurate, contextually relevant, and culturally sensitive.

4.2.1. Optimizing the integration of Al tools in translation workflow

To fully harness the potential of Al tools in the translation process, it is imperative to incorporate them
strategically into the workflow. For example, leveraging the YiCAT platform’s translation memory and
automated quality assurance features can significantly streamline the translation process. By delegating repetitive
and time-consuming tasks to Al tools, human translators can redirect their focus toward more complex and
nuanced aspects of translation, such as the subtleties of cultural context and stylistic decisions. Furthermore, the
systematic evaluation of Al tool performance, coupled with feedback mechanisms, fosters continuous refinement,
ensuring that these tools remain effective and reliable in supporting the translation process.

4.2.2. Post-editing and quality assurance

A rigorous post-editing protocol is essential to elevate the quality of machine-generated translations. As
exemplified by the case analysis, the integration of automatic quality assessment tools within the YiCAT platform
enables translators to systematically evaluate the accuracy, fluency, and appropriateness of translations. By
prioritizing sentences that are flagged for errors or necessitate substantial revisions, translators can allocate their
efforts more effectively. This collaborative model, in which human insight is applied to refine Al-generated
content, guarantees that the final translation output adheres to high standards of quality, blending machine
efficiency with human expertise.

4.2.3. Fostering continuous learning and adaptation
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Cultivating a culture of continuous learning among translators is crucial to improving translation quality in the
context of evolving Al technologies. This can include structured training programs focused on the optimal use
of Al tools, as well as domain-specific workshops designed to deepen translators’ expertise. By promoting an
environment in which translators share insights, strategies, and best practices, organizations can ensure that
human expertise evolves in tandem with technological advancements. Such an approach not only strengthens the
collaboration between human translators and Al but also enhances the overall quality of translations.

The dynamic interaction between human translators and Al tools is shaped by several factors, such as
content complexity, the limitations inherent in Al systems, and the necessity for consistent terminology usage.
Through the implementation of strategies that optimize Al tool integration, establish robust post-editing
procedures, leverage comprehensive terminology databases, and encourage ongoing professional development,
the quality of translations can be substantially improved. This collaborative model maximizes the respective
strengths of human and machine capabilities, ensuring translations are not only accurate and contextually

appropriate but also culturally sensitive.

5. Conclusion

The increasing integration of Al tools into the translation process marks a significant advancement within the
field, though it also presents several inherent challenges. This study examines the complex interplay between
human translators and Al technologies, emphasizing that, while Al can greatly enhance efficiency and assist in
managing complex translation tasks, it cannot fully replicate the nuanced understanding that human translators
provide. The complexity of source materials drawn from diverse disciplines—such as psychology, medicine, and
sociology—demands not only technical translation skills but also a deep awareness of cultural and contextual
subtleties, aspects that Al tools often fail to capture effectively.

Acknowledging the limitations of Al tools, particularly their variable performance depending on context and
the quality of the training data, underscores the essential role of human involvement in the translation process.
Human translators possess the intuition and judgment necessary to interpret nuanced meanings, make informed
translation decisions, and address cultural references that require insight beyond the capabilities of Al

To ensure the highest quality of translations, it is crucial to implement effective strategies. These include
optimizing the use of Al tools, establishing structured post-editing and quality assurance processes, and fostering
a culture of continuous learning among translators. Through the integration of these strategies, translation teams
can strengthen the collaborative relationship between Al technologies and human expertise, resulting in greater
accuracy, fluency, and cultural relevance in translations.

Finally, the human-machine collaborative model explored in this study not only accelerates the translation
process but also enhances the final product. This synergy ensures that translations not only faithfully convey the
original author’s intent but also resonate with the target audience. As both Al technologies and human expertise
continue to evolve, the potential for producing high-quality translations will expand, fostering more effective

communication across linguistic and cultural boundaries.
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