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Abstract: Motivated by recent developments in 
wireless sensor networks (WSNs), we present 
distributed clustering algorithms for maximizing the 
lifetime of WSNs, that is, the duration until the first 
node dies. We study the joint problem of prolonging 
network lifetime by introducing clustering techniques 
and energy-harvesting (EH) nodes. First, we propose 
a distributed clustering algorithm for maximizing the 
lifetime of clustered WSN, which includes EH nodes, 
serving as relay nodes for cluster heads (CHs). Second, 
graph-based and LP-based EH-CH matching algorithms 
are proposed which serve as benchmark algorithms. 
Extensive simulation results show that the proposed 
algorithms can achieve optimal or suboptimal solutions 
efficiently.
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0	 Introduction

Nowadays, wireless sensor networks (WSNs) are 
widely used in many monitoring applications, such as 
automobile, structure health monitoring, military, and 
health care. Numerous research efforts are carried out 
by researchers worldwide to improve the performance 
of WSNs, e.g.[1-3].

One of the critical limitations in conventional battery 
powered WSNs is finite network lifetime since 
sensor batteries may not be conveniently replaced or 
recharged. Many techniques exist for maximizing WSN 
network lifetime, focusing on various aspects. Among 
these techniques, clustering techniques[4-7] make use of 
advanced data aggregation techniques to aggregate data 
from sensors and forward them to the data sink.
A clustered WSN [Figure 1] is typically composed 
of many clusters and a base station (BS), the latter of 
which acting as a data sink. Each cluster comprises 
a cluster head (CH) and non CHs (NCHs). NCHs 
collect data from the environment and send them to 
CHs. In addition to sensing, CHs also receive data 
from NCHs, aggregate the data and forward them to 
BS, either directly, or through relay nodes. There are 
typically three phases in clustering protocols for WSNs: 
(i) CH selection, (ii) cluster formation, and (iii) data 
transmission. In most network scenarios, CHs strongly 
affect network lifetime since CHs have to communicate 
with BS through a longer distance than the distance 
between NCHs and CHs. Cluster formation also 
affects the lifetime of CHs since inappropriate cluster 
formation may force either CH or NCH to be depleted 
of energy sooner.
A good survey of existing studies on clustering for 
WSNs can be found in Singh and Sharma[7], these 
include energy-efficient algorithms[8-24], MAC layer 
design[25-27], and many more. Most of the clustering 
algorithms use a rotation of CHs among sensors 
to reduce the burden of CHs and balance energy 
consumptions among all the sensors. Existing work 
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on energy efficient clustering technology for WSNs 
is typically divided into centralized[16,20,21,23] and 
distributed approaches[8-14,22]. Distributed approaches 
make decisions based on local information exchanged 
between nearby sensors while centralized approaches 
try to solve an optimization problem based on global 
information, serving as a benchmark for the former.
Another way to overcome the shortage of limited 
battery capacity is to use energy harvesting (EH) 
technology[28-32] to harvest energy from the environment. 
EH nodes can potentially have infinite lifetime because 
their energy storage devices, such as super-capacitors, 
have a large number of recharge cycles. Since the 
deployments of large-scale WSNs composed solely of 
EH sensors remain impractical in the near future due to 
high costs and low achievable duty cycles, deploying 
EH sensors sparsely in WSNs may be a more practical 
approach[33,34].
Clustering methods and EH techniques can be combined 
together to prolong the network lifetime. Due to 
fluctuating energy harvesting rates[32], EH sensors may 
not be suitable to serve as CH nodes that need to operate 
continuously. In this paper, EH sensors are deployed 
sparsely and matched with CHs to help them relay data 
to BS without sensing from environment. This EH-CH 
matching, which is one of the main focuses of this paper, 
must be done optimally so that the energy consumption 
of CHs is reduced by communicating through a shorter 
distance for a certain fraction of time (e.g., when EH 
nodes are up and working) to relay instead of direct 
communication with BS.
In our previous work[23], we adopted a centralized 
approach to find the optimal locations for CHs and 
EH nodes, where we considered nodes powered by 
ambient EH as dedicated relay nodes for CHs, and 
proposed joint clustering and relay node placement 
algorithms for network lifetime maximization. We 
demonstrated the polynomial time convergence of our 

proposed algorithms, as well as their near optimality 
through extensive simulations. In a separate work[35], 
we considered the case where a single battery-powered 
relay node can communicate and coordinate with all the 
CHs in deciding the optimal schedule for the relay node 
to serve the CH nodes. Therefore, it is essentially still 
on a centralized scheme.
In this paper, we propose a distributed  EH-CH 
matching algorithm with given locations for CHs and 
EHs. To achieve good EH-CH matching in a distributed 
manner, we borrow the idea adopted in virtual output 
queueing (VOQ) networks[36,37] to develop a simple 
matching scheme and provide analytical and extensive 
simulation results to demonstrate its fast convergence. 
We also benchmark its performance against algorithms 
based on LP and bipartite graph techniques, as well as 
randomized approach. Simulation results demonstrate 
much better performance (around 63.55% longer 
lifetime) compared with randomized approach.
The rest of the paper is organized as follows: A brief 
survey of some closely related work is provided in 
Section 2. In Section 3, we present our network model 
and assumptions. In Section 4, we propose algorithms 
for CH selection, cluster formation, and CH-EH 
matching. In Section 5, we propose an optimized 
CH-EH matching algorithm as benchmarks to our 
proposed algorithm. In Section 6, extensive simulation 
results and discussions are presented for verifying 
the performance of the proposed algorithms. Finally, 
Section 7 concludes the paper and presents several 
directions for future research.

1	 Related Work

Among the works[8-10] that maximize network lifetime, 
Heinzelman et al. proposed LEACH which uses a 
randomized rotation of the CH to avoid quickly draining 
the battery of any sensor in the network[8]. Qing et al. 
proposed and evaluated the distributed energy-efficient 
clustering scheme for heterogeneous WSNs (i.e., CHs 
and NCHs have different energies)[9]. A novel energy 
efficient clustering scheme was proposed in Ye et al.[10], 
which better suits periodical data gathering applications. 
These works consider battery powered sensor nodes 
where CHs directly communicate with BS. Our work 
extends the distributed algorithm by also utilizing EH 
sensors as a relay for CH nodes.
There have also been some studies on clustering in 
WSNs with EH nodes[38-41], typically assuming that 
the network is solely composed of EH sensors which 

Figure 1. Abstract model of optical virtual output queueing 
switch[42]
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have an infinite lifetime. Islam et al. considered a 
hybrid WSN which comprises both battery-powered 
and EH nodes[33]. However, they let EH nodes serve as 
CHs with a higher probability than battery-powered 
nodes. To the best of our knowledge, only our previous 
work[23] has studied on schemes maximizing network 
lifetime where EH nodes serve as relay nodes for CHs. 
However, it is for centralized system, which may only 
serve as a benchmark for evaluating the performance of 
distributed schemes.
To pair up EH and CH nodes, a distributed matching 
algorithm is needed. Matching algorithms have 
been extensively studied with wide applications, for 
example, those in optical VOQ networks [Figure 2][36]. 
The representative algorithms include parallel iterative 
matching[36] and iSlip[37].
that  use random and round-robin approaches, 
respectively, for matching between input and output 
ports. Both algorithms are iterative and proven to 
converge in O (log N) iterations on average.
We draw the following analogies between WSNs and 
optical VOQ networks:
•	 In WSNs, every node broadcasts to nodes within its 

range. In optical VOQ networks, input ports share 
the bandwidth to transmit to output ports.

•	 The distributed algorithm in optical VOQ networks 
requires fast convergence and low delay, which 
is also applicable in wireless sensor networks to 
provide low control overhead.

•	 The signaling scheme between input and output 
ports is analogous to the signaling between different 
nodes in WSNk, in which coordination between 
nodes is required.

Based on the above similarities, we propose an EH-CH 
matching algorithm.

2	 Network Model

The network scenario we adopt in this paper is shown 
in Figure 1. We make the following assumptions in 
the model without loss of generality throughout the 
paper:
•	 We assume a large scale network with Ns sensors 

with the same initial energy and Ne EH nodes 
randomly deployed in fixed locations within a 
square region with lower left-hand vertex (a, b) and 
dimension M. The sensor nodes are partitioned into 
Nc clusters, each comprising one CH.

Each EH serves as the relay for one CH or multiple 
CHs, which can be different at different time. A typical 

EH node’s energy profile is shown in Figure 3 where 
it transmits data during the on phase, goes to off phase 
to harvest energy from environment and repeats the 
cycle after it has harvested enough energy. The BS is 
deployed at (0,0).
The distributed network operation in each round 
assumes time division multiple access TDMA 
and carrier sense multiple access (CSMA)-based 
communication[8] and comprises 2 phases, namely 
the setup phase and transmission phase, as shown 
in Figure  4. In the setup phase, selection of CHs, 
formation of clusters, and matching between EHs and 
CHs are performed. We assume that sufficient time is 
allocated in the setup phase for these operations and 
that each CH and T.
EH node consume overhead of a few bytes (assumed 
to be 4 bytes in the simulation which is enough 
for signaling). Each node can only make decisions 
based on local information such as residual energy 
and transmission power of nearby nodes. During the 
transmission phase, each NCH transmits a packet of 
2000 bits to its respective CH in a TDMA time slot 

Figure 2. Abstract model of optical virtual output queueing 
switch[42]

Figure 3. Typical energy profile of EH node with time
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assigned by the latter during the setup phase. Then, 
CHs forward data to BS using CSMA approach1, either 
directly, or through EH node. The network lifetime is 
measured in number of TDMA rounds the network can 
operate until the first node dies.
We assume the Friss free-space propagation model[8], 
where the transmission power is proportional to 
the distance square between sensors. Note that the 
proposed algorithm can be easily extended to other 
propagation models, for example, multi-path fading 
model[43].
The notations used in the paper are shown in Table 1.

3	 Distributed Clustering Algorithm for 
Maximizing Lifetime in WSNs with EH 
Sensors

Similarly, as that proposed in Heinzelman et al.[8], our 
clustering algorithm also re-selects CH periodically at 
the beginning of every round. We extend the work in 
Heinzelman et al.[8] by considering EH sensors as relay 
for CHs. Specifically, in Section 4.1, we propose CH 
selection algorithm; followed by the cluster formation 
algorithm in Section 4.2. Finally, we show our matching 
algorithm in Section 4.3.

1	 We assume the collision of transmissions does not have 
a significant impact on network lifetime, similarly as 
assumed in[8].

3.1	 CH selection algorithm

In the setup phase, sensors nominate themselves to 
serve as CH. Once the sensor is determined to be CH, it 
broadcasts an announcement message within its range. 
Each sensor has a probability of psi to serve as CH. The 
expected number of CHs is N ps s i

.  We show the 
optimal number of CHs, denoted as N N pc

opt
s s

opt
i

�=  
through simulations in Section 6.1.

3.2	 Cluster formation algorithm

Similarly, as that in Heinzelman et al.[8], in this step, 
every sensor selects the closest CH to join. The distance 
of a CH is indicated by the strength of signal received 
by NCHs. The closest CH from each NCH is the one 
with the strongest signal. Once NCHs determine the 
closest CH, they send join message to it.

3.3	 Matching algorithm

After CH selection and cluster formation, our next step 
is to design the matching algorithm between CHs and 
EHs to maximize the time until the first CH dies. We 
consider the scenario when each EH node can serve 
as relay for only one CH in each round. We extend the 
consideration to the case when each EH node can serve 
as relay for multiple CHs in around in Section 5.2.
We assume that every sensor including CH or EH 
makes decision based on its local information collected 
(defined in Section 3). The main idea of our algorithm is 
that through several iterations, the algorithm can find a 
matching between CHs and EHs such that the CH node 
that EH node needs to serve is the sensor with lowest 
residual energy that has not been served by other EHs. 
By serving the sensor with lowest residual energy every 
round, the number of rounds until the first CH dies can 
be increased. For the CH, the best EH node that it could 
find is the closest EH node in its neighborhood followed 
by the second closest and so on.
To calculate the residual energy of CHs, we design the 
following approaches. We use ECH

off
i
 to denote the 

residual energy of CHi if without EH nodes serving as 
relay for CHs and each CH communicates directly with 
BS. 

iCHE  denotes the residual energy of CHi at the 
beginning of a round.
Let ECH

on
i
denote the residual energy in CHi after each 

round with EH node serving as relay for CHs, and 
denote the residual energy for CHi after a round if it 
directly transmits to EHj for a whole round as ECH EH

on
i i, .

Figure 4. Overall flow chart for our design
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After a round (duration T), ECHi

off  is shown in the 
following equation:

E E P TCH
off

CH CH BSi i i
= − ,

� (1)

Let tij represent the time EHj serves as relay for CHi in 
each round. In our scheme, EH node serves as relay 
for CH for a whole round, hence if ti*j* = T for CHi* 
and EHj*, then tij = 0 for i = i*, j ≠ j* and i ≠ i*, j = j*. 
For simplicity of the scheme design, we assume EH 
node can serve as relay for CHs only if its residual 
energy can sustain transmission of at least one round 
with duration T. Besides, we assume that, during the 
transmission, EH nodes that wake up do not broadcast 
awake messages until the beginning of the next round2. 
We have:

E E T t P t PCH CH
on

ij
j

Ne

CH BS ij CH EH
j

Ne

i i i i j
− = − +

= =
∑ ∑( ) , ,

1 1

� (2)

E E P T t P PCH
on

CH CH BS ij CH BS CH EH
j

Ne

i i i i i j
= − + −

=
∑, , ,( )

1

� (3)

Let
αij CH ,BS CH ,EH= P - P

i i j � (4)

2	 Since EHs may wake up during the transmission, they may 
broadcast awake message to their surrounding CHs. If they 
do so, however, CHs may consume quite a lot of energy to re-
match the new EHs. For simplicity, when EHs wake up during 
the transmission, they will wait until the beginning of the next 
round to broadcast awake message.

From (1), (2), (3), (4), we have:

E E tCHi

on
CHi

off
ij ij

j

Ne

= +
=
∑ 

1

� (5)

Specifically, ECHi EH j

on
,

 is expressed as follows:

E E TCHi EH j

on
CHi

on
ij, = + 

At the setup phase, we use Algorithm 1 to match 
CHs and EHs. It is important to analyze the number 
of iterations to converge and the performance of the 
algorithm. A near optimal matching between CHs 
and EHs can be achieved through many iterations of 
signaling between CHs and EHs. This can cause higher 
energy consuming that in the overhead. Hence, there 
is a tradeoff between the performance of the algorithm 
and number of iterations/signals that each EH/CH may 
spend for the matching.
Since in every iteration, at least one CH is matched 
to either EH or BS, Algorithm 1 requires at most N 
iterations to converge, where N = min (Nc, Ne).
Figure  5 shows the average number of iterations 
required for convergence while 100 simulations are 
performed for each case. The same number of CHs 
and EH nodes is randomly deployed in 100–200 m2 
region. We change the number of CHs and EHs from 6 
to 55. The simulation result shows that the process will 
converge in approximately O (log2[N]) iterations on 
average.

Table 1: Notations used throughout this paper
Notation Description Value
(a, b) Lower left‑hand vertex of deployed region N.A.
M Dimension of square region N.A.

Ns Number of sensors in the network {100, 125, 150, 175, 200}
Ne Number of EH sensors in the network N.A.
Nc Number of clusters in the network N.A.
i Cluster index {i=1,2,…, Nc}
j EH index {j=1,2, …, Ne}
T Time duration for each round N.A.
tr Length of re‑clustering period N.A.
Es Energy stored in battery for each sensor 0.5J
CHi The CH node for cluster i N.A.

iCHE Residual energy in CHi N.A.

E
th Energy threshold for node to wake up N.A.

P
EH, h EH rate for EH node N.A.

iCHP , BS Transmission power between CHi and BS N.A.

iCHP , EHj
Transmission power between CHi and EHj N.A.
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We use the timing diagram in Figure 6 to show the 
overhead messages exchanged during the setup 
phase.

4	 Benchmark Matching Algorithms for 
Maximizing Lifetime of WSNs with EH 
Sensors

Algorithm 1 in Section 4.3 provides distributed 
matching between CHs and EHs to maximize lifetime. 
To show the performance of our algorithm, we propose 
centralized benchmark algorithms using information 
about all CHs and EHs in this section. Specifically, in 
Section 5.1, we propose graph-based benchmark which 
serves as upper bound for Algorithm 1. In Section 5.2, 
we propose an LP-based benchmark.

Algorithm 1 Distributed matching algorithm at setup 
phase
Require: Nc CHs and Ne EHs
Ensure: Matching between CHs and EHs
	� At beginning, EH node broadcasts awake message 

to CHs in their broadcast range. Each CH estimates 
iCHP ,EHj according to the signal strength and 

calculates ,i j

on
CH EHE . It also records the smallest 

,=
i j

on
i CH EHE min E .

		  while there are unmatched CHs do
		     For each unmatched CH:
		  if there are unmatched EH nodes then
		       It selects the closest unmatched EH node 

and send request message including Ei to this EH 
node.

		  else[CH node does not receive any awake 
message]

		      It directly communicates with BS.
		  end if
		  For each unmatched EH:
		  EH node receives several request messages 

from CH nodes in its range.
Denote the number of requests as Nr, Nr may be equal 

to 0
		  if Nr > 0 then
		      EH node sends grant to the CH node with 

smallest Ei.
		  else[Nr = 0]
		      EH node waits for the next iteration.
		  end if
		  For each unmatched CH:
		  CH node may or may not receive grant 

messages from EH nodes in its range, let Ng be the 
number of grant messages it receives.

		  if Ng = 1 then
		     It selects the closest EH node and sends 

accept message to it.
		  else Ng = 0
		     Return to while loop.
		  end if
	 end while

At the beginning of setup phase, after some information 
exchanges between CHs and EHs (i.e.,  the overhead 
shown in Figure 6 that we take into consideration), we 
assume that:
•	 Ne EH nodes know the residual energy and energy 

consumption rate of each CH.
•	 The energy consumed in the overhead occurs once 

at the beginning of each round.

4.1	 Graph-based matching algorithm

The objective for the algorithm is to find a matching 
between CHs and EHs or BS to maximize the minimal 
E ECHi EH j

on
CHi

off
, or  (defined in Section 4.3). In other words, 

the problem is similar to a maximum-minimum 
matching problem in the bipartite graph. CH represents 
one set in a bipartite graph while EH and BS represent 
the other set. The problem is to look for the “largest set 
of edges” that cannot be removed. A matching exists if 
all CHs have been matched to either EH node or BS. 
Each EH node can only match one CH node while BS 
can match multiple CH nodes. Each CH node can only 
be matched to one EH node or BS.

Figure 5. The average numbers of iterations required to converge 
while using the Algorithm 1 in WSNs with different numbers of 

EHs/CHs
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Our idea is to assign proper weights to edges between 
two sets taking into consideration that BS can 
be matched to multiple CHs. Then, we sort these 
edges in ascending order and use binary search and 
Hopcroft–Karp Algorithm[44] to find the set of edges that 
cannot be removed.
Let W (i, j) be the weight assigned to the edge between 
CHi and EHj or BS. First, we derive an Nc(Ne + Nc) 
matrix W with row index 1 ≤ i ≤ Nc and column index 1 
≤ j ≤ Ne + Nc. W (i, j) in row i and column j where 1 ≤ j 
≤ Ne represents ECHi ,EH j

on  according to equation (5). W (i, j) 
in row i and column j where Ne + 1 ≤ j ≤ Ne + Nc 
represents iCHE  according to equation (1).
We sort W (i, j) in an ascending order and then remove 
the smallest W (i, j) one by one until we cannot find a 
matching. In our case, a matching exists if the maximal 
number of matches is larger than or equal to Nc. By 
adopting binary search to cut the “largest” edge and 
check if there is a matching, that will reduce the time 
complexity from O(n n )4  to O(n nlog(n))2 . The 
algorithm is shown in Algorithm 23.
The optimality of the algorithm is defined as whether it 
can generate a matching such that within the matching, 
min (W [i, j]) can be maximized in each round. We 

3	 There are many possible solutions to maximize the minimal 

ECHi ,EH j

on  or ECHi

off  scheme can finds one solution among them. 
The algorithm can be extended to maximize the second 
minimal ECHi ,EH j

on  or ECHi

off , the third minimal ECHi ,EH j

on  or ECHi

off  
and so on, which is out of scope of this paper.

prove Algorithm 2 can maximize min (W (i, j)) in a 
matching for each round in Theorem 1.

Algorithm 2 Optimized Graph-based Algorithm for 
multiple EH nodes to re-select CH as relay at setup phase

•	 Step 1
	 Sort W (i, j) in ascending order, where 1 ≤ i ≤ Nc 

and 1 ≤ j ≤ Ne +Nc. We record the sorted array as 
Li, where 1 ≤ i ≤ Nc(Ne + Nc). We have L1 ≤ L2. 
≤ 

CNL (Ne+Nc). Let iteration k = 1, define lb = 1, 
ub = Nc(Ne + Nc).

•	 Step 2

	 L e t  [ ]
2k

lb ubb += .  U s e  t h e  H o p c r o f t – K a r p 

Algorithm[44] to check if there still exists a matching 
if we remove all Li for i ≤ bk. If yes, remove all the 
Li for i ≤ bk and let lb = bk; otherwise, do not remove 
any element but let ub = bk.

•	 Step 3
	 Let k = k + 1, repeat Step 2 until lb = ub. We 

generate the matches between corresponding CHi 
and EHj and record Llb.

Theorem 1: Algorithm 2 can maximize min(W (i, j)) in 
a matching for each round
Proof. Proof by contradiction: Suppose there is an 
optimal matching denoted as W* where CHs have been 
matched to either EHs or BS. Let L* = min (W *(i, j)), 
1 ≤ i ≤ Nc, 1 ≤ j ≤ Ne + Nc. We denote the matching from 
Algorithm 2 as W  (i, j), 1 i Nc, 1 j Ne +Nc. Let L  = min 
(W (i, j)) = Llb = Lub

Figure 6. Timing diagram for message exchanges in overhead
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We have L* > L  as the assumption of contradiction, 
which means matching W* exists for Li when i > lb. 
However, according to Algorithm 2, there is no 
matching for Li when i > lb, which causes contradiction.

4.2	 LP-based matching algorithm

In our previous analysis, we considered a scenario 
when each EH serves as relay for one CH in around, 
which was denoted as Scenario A. In this section, 
we consider a new scenario, denoted as scenario B, 
where each EH node can serve as relay for multiple 
CHs in a round. Intuitively, Scenario B can have 
better lifetime compared with Scenario A if overhead 
is small. Scenario A is simple for a large scale 
network and has lower control overhead compared 
with Scenario B4.
LP approach is a benchmark algorithm for Scenario B. 
It provides longer lifetime compared with Algorithm 2 
for Scenario A when the control overhead is ignored. 
We compare these two different scenarios and see the 
improvements Scenario B can have over Scenario A.
The problem can be formulated as follows: We would 
like to find tij for I = 1,2.,Nc and j = 1,2.,Ne such that the 
minimum residual energy left in CHi is maximized after 
each round. Quantitatively, this can be expressed as the 
following maximum-minimum problem:
MMWSN: To maximize z = min 

E = E + t iCHi

on
CHi

off
ij ij

j=1

Ne

α∑




∀

1.	 t T iij
j

Ne

≤ ∀
=
∑

1

2.	 t P Eij CHi EH j CHi
j

Ne

, ≤
=
∑

1

3.	 tij≥0, Ɐi, Ɐj

Note that E ECHi

on
CHi

off=  if  t ij = 0 for all  j .  tij
j

Ne

=
∑

1

 in 

constraint (1) represents the total time CHi has been 
served by all EHs in a round. Since the duration of each 
round is T, constraint (1) ensures that the total time all 
EHj serve as relay for each CH cannot exceed T. 
Constraint (2) ensures that the energy consumption by 
CHi does not exceed its residual energy. Constraint (3) 

4	 Distributed algorithm for scenario A can be extended to suit 
scenario B with more overhead and higher complexity. We 
show in Section 6 that, under our deployment cases, the 
optimal lifetime for Scenario A and Scenario B has slight 
difference. Thus we only derive the centralized algorithm for 
Scenario B in this section.

makes sure that tij is not negative. This maximum-
minimum optimization problem is similar to the 
problem[45], denoted by MM, of allocating resources
j ϵ 1,…, J to activities k ϵ 1,…, K, as shown below:
MM: To maximize z r xi i ij ijj

J
= ( )



=∑ min 

1

s.t.:
1.	 x j Jiji

K
= =

=∑ 1 2
1

, , ,…
2.	 xij≥0
xij is the quantity of resource j allocated to activity i; hj 
is the available quantity of resource j; β ij is the 
effectiveness of resource j when allocated to activity i; 
and ri is a return function for activity i. Specifically, 

r x a b xi ij i i ij ijj

J
( ) ( )= +

=∑ 
1

By letting r E t x t h Ti CHi

off
ij ij ij ij ij

j

Ne

= + = =
=
∑  , ,

1

, MMWSN 

is similar to MM for both objective and constraints.
According to Mjelde[45], an optimal solution of this 
problem can be obtained by solving the following linear 
programming problem:
MMWSN-LP: To maximize z
s.t.:
1.	 E t E z iCHi

off
ij ij CHi

on

j

Ne

+ = ≥ ∀
=
∑ 

1

2.	 t T iij
j

Ne

=
∑ ≤ ∀

1

3.	 t P Eij CH i EH j CHi
j

Ne

, ≤
=
∑

1

4.	 tij ≥0, Ɐi, Ɐj

Since the constraints are linear, this MMWSN-LP can 
be optimally solved according to Mjelde[45]. We describe 
the algorithm in Algorithm 3.
Algorithm 3 LP Algorithm for multiple EH nodes to 
re-select CH as relay at setup phase
•	 Step 1
	 Calculate 

i

off
CHE  and αij for CHi and EHj according 

to equations (1) and (4).
•	 Step 2
	 Formulate the problem as maximum-minimum-sum 

problem as shown in MMWSN-LP. After solving 
this problem, we use tij to represent the optimal time 
EHj serves as relay for CHi.

•	 Step 3
	 Repeat Steps 1-2 at the beginning of each round 

until one of the CHs has 
iCHE  < 0. Finally, we 

record the network lifetime in terms of number of 
rounds.
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5	 Simulation Results

We demonstrate the performance of our proposed 
algorithms through simulations using MatLab for 
a 2D network with a BS deployed at (0,0) and 
Ns={100,125,150,175,200} nodes randomly distributed 
over a square region, each initially equipped with 0.5 
J of energy and has a data transmission rate of 2000 
bits per packet. We consider three square regions of 
network deployment, where: Case I a = 100, b = 100, 
M = 100; Case II a = 200, b = 200, M = 100; Case 
III a = 0, b = 0, M = 200. Although Cases I and II 
have the same area, nodes are located closer to the 
BS in Case I than Case II. Cases I and III differ in 
terms of node density. Using these three cases, we 
can determine the influence of proximity to the BS 
and node density on the performance of our proposed 
algorithms.
The performance metric used in this paper is the 
number of rounds (defined in Section 3) the network 
could operate until the first node dies. We first show 
the effects of parameters Nc, tr, Ne, Peh,h on the network 
lifetime in Section 6.1. Due to the page constraint, we 
show the effects of parameters in Case I only, the same 
conclusions also hold for Case II and Case III. Peh,h 
is assumed according to the previous literature[28,46], 
typically tens of milliwatts. Then we verify the 
sub-optimality of our algorithm in Section 6.2. We 
benchmark our distributed algorithm with algorithms 
proposed in Section 5.1 and Section 5.2. We also 
compare our results with PIM shown in Section 2.

5.1	 Performance characteristics of distributed 
algorithm [Case I]

We first examine the effects of number of clusters on 
network lifetime when Ne = 4, Peh,h = 0.04 W, tr = T 
and Eth = Es. We plot the results from our simulation in 
Figure 7 when 1 Nc 10 for Case I. The results show that 
the network lifetime is longest when opt

cN = 4.
The effects of tr on the algorithm performance in 
Case I are shown in Figure 8 when psi = 0.04, Ne = 4, 
Peh,h  =  0.04 W, and Eth = Es. The results, obtained 
by averaging over 20 runs, show that the length 
of reclustering period has effects on the lifetime. 
Specifically, in Case I, when psi is varied between 0.02, 
0.025, and 0.03, the optimal length of re-clustering 
period also varies. Specifically, the optimal length of 
re-clustering period is 2T, 3T, and 2T for these three 
different psi, respectively. When psi = 0.025, the lifetime 

when tr = 3T is 3.7% longer than the lifetime when 
tr = T. This is because the more frequently CHs are re-
selected, more energies are consumed. It is interesting, 
though not a big surprise, to see that when the length 
of re-clustering period increases, network lifetime 
increases first and then decreases. When re-clustering 
period increases, those CHs which were not bottleneck 
CHs previously may become bottleneck CHs since, 
until the next re-clustering, they might have to consume 
high transmission power to transmit to farther EHs. 
Therefore, the network lifetime decreases due to the 
high power consumption over long time by these new 
bottleneck CHs.
Note that we have four EH nodes in the previous few 
figures. Now we show the effect of number of EH 
nodes when psi = 0.04, Peh,h = 0.04 W, tr = T and Eth = Es 
in Figure 9. As expected, when the number of EH nodes 

Figure 7. Effects of number of clusters on network lifetime in 
Case I (Ne = 4, Peh,h = 0.04 W, tr = T and Eth = Es

Figure 8. Effects of tr on network lifetime in Case I (psi = 0.04, 
Ne = 4, Peh,h = 0.04 W, Eth = Es)
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increases, network lifetime increases. Interestingly, 
when Ne is increased further, that is, Ne > 10, the 
increase in the network lifetime becomes less and less 
significant. With further increase of Ne, the network 
lifetime will not increase. Theoretically, when Ne 
approaches infinity, CHs will not become bottleneck 
nodes. Instead, NCHs which are farthest from CHs will 
become bottleneck nodes, thus affecting the network 
lifetime.
We also show the effects of EH rate on network lifetime 
in Figure 10 when Ne = 4, psi = 0.04, tr = T and Eth = 
Es. The EH rate is increased from 0.01 W to 0.1 W in 
steps of 0.01 W. When EH rate is 0, the case simplifies 
to battery powered network, already shown in Zhang 
et al.[23] As expected, when harvesting rate increases, 
network lifetime increases as well. Specifically, when 
harvesting rate increases from 0.01 W to 0.04 W for 
100 sensors, network lifetime increases by 44.4% from 
432.55 to 624.65. Interestingly, we also notice when 
harvesting rate continues to increase, the increase in 
lifetime becomes less and less significant; with further 
increase of harvesting rate, network lifetime will 
approach constant.
Theoretically when harvesting rate approaches infinity, 
CHs will not become bottleneck nodes. Instead, NCHs 
which are farthest from CHs will become bottleneck 
nodes, thus affecting the network lifetime.
Then, we illustrate the performance of the proposed 
algorithms for different Eth ranging from {0.1Es, 
0.2Es., Es} for case I when Ne = 4, psi = 0.04, tr = T and 
Peh,h = 0.04W. We compare the performance of our 
algorithm when number of sensors is 100 and 150 for 
Case I, and plot the results in Figure 11. As seen from 
this Figure 11, the network lifetime is not a monotonic 
function of Eth. For example, the optimal lifetime is 
achieved when remaining energy is 0.7Es when number 
of sensors is 100 and is 0.6Es when number of sensors is 
150. As shown in Section 4.3, each EH node broadcasts 
to awake message when they can transmit for the whole 
round. From the Figure 11, we can see that Eth does not 
significantly affect the network lifetime. For example, 
the increase in the lifetime when Eth is 0.7Es is only 
3.16% more than the case when Eth is Es when Ns = 
100. When Eth = Es, the time EH node to recharge is 
longer compared with the time for EH node to recharge 
when Eth = 0.7Es. On the other hand, the time EH node 
could serve relay for CHs when Eth = Es is also longer 
compared with the time when Eth = 0.7Es.

5.2	 Comparison of distributed algorithm with 
benchmark algorithms

Next, we compare the performance of our distributed 
algorithm (DA in short) with respect to graph-based 
benchmark (GB in short) (shown in Section 5.1), LP-
based benchmark (LP in short) (shown in Section 5.2), 
and PIM (random matching shown in Section 2). We 
adopt the same parameters in these approaches, that 
is psi = 0.04, Ne = 4, tr = T, Peh,h = 0.04 W, and Eth = Es, 
which are selected according to Section 6.1.
For Case I, network lifetime increases when Ns 
increases as shown in Figure 12. The reason is that 
when number of sensors increases, more sensors will 
be able to serve as CHs, which reduces the chances 
CHs, become bottleneck nodes. The result shows that 
our algorithm outperforms PIM and is quite close to 
the benchmarks. Specifically, for Case I with 100 and 

Figure 9. Effects of number of EH nodes on the network lifetime in 
Case I (psi = 0.04, Peh,h = 0.04 W, tr = T, Eth = Es).

Figure 10. Effects of EH node harvesting rate on the network 
lifetime in Case I (Ne = 4, psi = 0.04, tr = T, Eth = Es).
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150 sensors, the network lifetime from DA is 63.5% 
and 48.8% longer compared with PIM. This is because 
our algorithm selects the EH node to serve the best 
CHs it could find; while PIM considers using EH nodes 
to randomly serve a certain CH. Thus, our algorithm 
maximizes the lifetime until the first node dies while 
PIM is trying to find a matching within fewer iterations.
When we compare DA with the benchmark algorithms, 
we found the network lifetime in Case I for DA with 
100 and 150 sensors can achieve 93.4%, 94.4% and 
92.1%, 92.0% optimality compared with LP and GB. 
Note that5:

5	 Strictly speaking, these benchmarks only provide optimized 
results for each round rather than optimizing the overall 
network lifetime. Optimizing overall network lifetime requests 
much more complicated approaches, which is out of scope of 
the paper.

i.	 We are optimizing the performance within a few 
iterations while LP and GB adopt more complicated 
calculations.

ii.	 Our algorithm is based on the local information that 
each EH or CH node receives while the benchmark 
algorithms uses global information to make decisions.

Hence, we may claim that the proposed algorithm 
achieve satisfactory performance and good scalability.
As mentioned in Section 5.2, we compare the Scenario 
A and Scenario B in this section. GB and DA are for 
Scenario A while LP is for Scenario B. The result shows 
that LP only provides slightly longer lifetime compared 
with GB. For example, with 100 and 150 sensors, the 
differences between LP and GB results are 1% and 0.1%, 
respectively. The differences between Scenario A and 
Scenario B is small in Case I, however, for some special 
deployment scenarios and parameters, the difference 
may be large, which is not covered in this work.

6	 Conclusion

In this paper, we considered clustered WSNs where 
CHs either aggregate and forward data directly to BS, 
or through dedicated relay nodes with EH capabilities. 
We proposed efficient distributed matching algorithm 
between CHs and EHs to maximize network lifetime, 
where the network lifetime is the duration until the 
first node runs out of energy. Through theoretical 
analysis and extensive simulations, we validated the 
performance of the proposed algorithms. Simulation 
results demonstrate much better performance (around 
63.55% longer lifetime) compared with randomized 
approach. Specifically, with low complexity (log2(n)), 
our algorithm achieves sub-optimality compared with 
benchmarks for matching between CHs and EHs in 
our deployment scenario. In addition, we showed the 
existence of an optimal length of re-clustering period 
for a given network configuration as well as the effect 
of energy threshold for EH node to wake up.
For future work, we plan to (i) study the effects of EH 
rates obtained from real measurements on lifetime; 
(ii) study other configurations of introducing the EH 
nodes to the network; and (iii) extend our simulations to 
more realistic models, and implement and evaluate our 
algorithms in an actual WSN testbed.
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