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Abstract: Addressing challenges in accurately detecting persimmon fruit quality in orchards—such as reliance on manual 
grading, low efficiency, severe foliage obstruction, and subtle differences between quality grades—this paper proposes 
a lightweight persimmon detection model based on an improved YOLOv8s architecture. First, the Conv layer in the 
backbone network is replaced with an ADown module to reduce model complexity. Second, MSFAN is introduced in 
the Neck layer to fully extract texture features from persimmon images, highlighting differences between quality grades. 
Finally, the Wise-IoU loss function mitigates the impact of low-quality sample data on grading accuracy. The improved 
model accurately identifies and separates persimmons of varying quality, effectively addressing quality grading detection 
in complex backgrounds. This provides a viable technical approach for achieving persimmon quality grading detection.
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1. Introduction
Persimmon (Diospyros kaki) is a deciduous fruit tree belonging to the genus Diospyros within the family 
Ebenaceae. Native to China, it has been cultivated for over 2,000 years. As one of the world’s four ancient fruit 
trees, persimmon holds significant economic and cultural value in East Asia [1–3]. Currently, persimmon is widely 
distributed across China, Japan, the Republic of Korea, and other countries, with China leading globally in both 
cultivation area and production volume.

Machine vision has demonstrated unprecedented development prospects in agricultural applications [4–6]. For 
a long time, fruit quality grading has primarily relied on manual visual inspection. This traditional method has 
significant limitations: judgment criteria vary among individuals, detection accuracy is low, and the workload 
is excessively high [7]. Advancements in image processing and machine learning have enabled researchers to 
integrate traditional image processing with machine learning for fruit quality assessment [8–12]. However, in 
natural environments, severe occlusion and overlapping among multiple fruits, coupled with partial coverage by 
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branches and foliage, pose significant challenges for target fruit detection, recognition, and spatial localization. 
Deep learning technology, with its powerful capability for autonomous image feature extraction, has been widely 
applied across various branches of computer vision [13]. Integrating object detection algorithms with agricultural 
product sorting has become a growing trend. Liu [14] proposed a Faster-YOLO-AP algorithm for apple detection, 
realized the lightweight of the model, and improved the model’s mAP@50:95 to 84.12%. Zhang et al. [15] proposed 
a lightweight apple recognition method based on an improved YOLOv7 model. By introducing an ECA module to 
enhance detection performance, they reduced the number of parameters and computational complexity by 22.93% 
and 27.41%, respectively, compared to the original model. Qiu et al. [16] employed CNN and image segmentation 
to achieve automated detection and identification of surface damage on fragrant pears, achieving an accuracy 
rate of 91%. Sun [17] proposed an optimized residual neural network-based grading method for apple appearance 
quality. Using ResNet-34 as the base network, the standard convolutions within residual units were replaced with 
grouped convolutions to reduce the model’s parameter count and computational complexity.

Although significant progress has been made in fruit quality grading algorithms, practical applications still 
face challenges. Some fruits exhibit insufficiently distinct grading characteristics, leading to misclassification. 
Conventional deep learning models struggle to extract shallow-level details, limiting overall detection accuracy. 
The negative impact of low-quality training samples weakens the model’s generalization performance. To address 
these issues, this paper proposes a fruit persimmon quality grading detection model based on an improved 
YOLOv8s (YOLOv8s-MSFAN).

2. Materials and methods
2.1. Dataset construction
This study selected persimmons as its research subject, with images captured at orchards in Linyi County, 
Yuncheng City, Shanxi Province. The collection device was an OPPO smartphone, saving images in JPG format 
at a resolution of 4000×1800. During data collection, particular emphasis was placed on scene diversity and 
representativeness, capturing the dataset under varying lighting conditions and shooting angles. A total of 1,200 
images were collected. After removing unqualified samples—such as blurred or disordered images—the final 
dataset comprised 950 images. A portion of the dataset is illustrated in Figure 1.

upward shot aerial view front lighting

Figure 1. Example of persimmon fruit image acquisition
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To enhance the model’s noise resistance, random adjustments were made to contrast and brightness, and 
Gaussian noise was added, resulting in a total of 1,054 images. The image samples were categorized into two 
classes: normal and sunken. Manual dataset annotation was performed using the open-source annotation software 
LabelImg, generating a text file. The dataset was then split in a 7:1:2 ratio, yielding a training set of 730 images, a 
validation set of 105 images, and a test set of 209 images.

2.2. YOLOv8 network model improvements
To address issues such as weak interference resistance and poor information extraction in the YOLOv8s model, 
this paper enhances the model’s perception and capture capabilities for positional information through three 
aspects: the backbone network, neck network, and bounding box regression loss function. It also optimizes the 
multi-scale feature fusion strategy to improve the model’s ability to extract deep feature information and reduce 
redundant feature information. The improved YOLOv8s-MSFAN model is illustrated in Figure 2, with the specific 
enhancement approach outlined below:

(1) Replacing the Conv convolutions in the trunk and neck networks with the ADown module maximizes 
the retention of important image features while reducing parameters. This effectively addresses feature 
selection and preservation in occlusion scenarios, preventing significant loss of spatial information. 

(2) To address information loss and redundancy during shallow feature extraction in persimmon quality 
grading, we incorporate a Multi-Scale Feature Aggregation Network (MSFAN).

(3) To overcome the limitations of CIoU loss function in fruit grading tasks—such as insufficient detection 
capability and interference from low-quality samples—we replace CIoU with Wise-IoU featuring a 
dynamic scaling mechanism, thereby increasing the loss for difficult-to-classify samples.

Figure 2. YOLOv8-MSFAN network model architecture diagram

2.2.1. ADown module
The YOLOv8 model extracts multi-scale features through convolutional operations with a stride of 2, but its 
computational burden is heavy due to the lack of an efficient downsampling mechanism. To address this issue, 
this study introduces the ADown [18] subsampling module. By combining average pooling and max pooling, 
it effectively balances feature compression with information loss while significantly reducing computational 
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complexity. The method first applies 2D average pooling to reduce the spatial sensitivity of feature maps with C 
input channels. The processed images are then split into two feature maps, each with C/2 channels. Next, one set of 
feature maps undergoes 3×3 convolution before output, while the other set undergoes 2D max pooling followed by 
1×1 convolution before output. Finally, these two outputs are combined to produce a feature map with C channels. 
The architecture is illustrated in Figure 3.

Figure 3. ADown module diagram

H, W, and C represent the height, width, and number of channels of the feature map, respectively; K denotes 
the size of the convolution kernel; S is the stride; P is the padding. AvgPool2d is the average pooling layer; 
MaxPool2d is the max pooling layer.

2.2.2. MSFAN module
Traditional methods lack adaptive mechanisms, failing to dynamically adjust features across scales based on 
different scenarios and target characteristics, resulting in suboptimal fusion performance. Moreover, in complex 
environments, leaf occlusion often obscures fine details of targets, compromising the detection accuracy of small 
objects. To address these issues, this paper proposes the MSFAN module. Its network architecture is illustrated in 
Figure 4.

Figure 4. MSFAN - Multiscale Feature Aggregation Propagation Network architecture diagram
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MSFAN achieves spatially adaptive feature fusion. The network calculates the optimal fusion weights 
for each spatial location within an image. This fine-grained adaptability significantly enhances the network’s 
processing capability for complex scenes. By deploying DASI modules at key nodes of the feature pyramid, as 
shown in Figure 5, MSFAN substantially improves performance in multi-scale object detection. Particularly for 
small object detection, the adaptive fusion mechanism better preserves detailed information, thereby increasing 
detection accuracy. For large object detection, the effective utilization of semantic information enhances 
classification accuracy. The DASI module is the core component of MSFAN. In object detection tasks, different 
regions of an image exhibit significant differences in deep semantic features and shallow detail features. Based on 
this understanding, the DASI module designs an adaptive weight generation mechanism that calculates the most 
suitable feature fusion weight for each spatial location.

Figure 5. DASI module structure diagram

(1) Feature input and preprocessing
The DASI module receives feature inputs across three levels. To ensure effective fusion, the module first 

standardizes the input features as shown in Equations (1) and (2):

(1)

(2)

In the formula, represents deep features; H, W, and C denote the height, width, and number of channels of the 
feature map, respectively; Fs represents shallow features; Align represents aligned deep features, where the 
Align operation unifies all features to the same spatial and channel dimensions via bilinear interpolation and 1×1 
convolution.

(2) Adaptive weight generation
Deep and shallow feature spatial dimensions are aligned with intermediate layer features through upsampling 

and downsampling operations, followed by 1×1 convolutions to unify channel counts. Subsequently, the three 
aligned features are subdivided into four equal parts along the channel dimension, with each subblock containing 
channels. 

For each group i, the DASI module generates adaptive weights α based on the intermediate layer feature sub-
blocks. These weights guide the fusion process between deep and shallow feature sub-blocks, enabling pixel-level 
adaptive feature integration. The specific formula is expressed as:
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(3)

The intermediate layer feature sub-block generates weights ∈ [0,1] through the Sigmoid activation function. 
These weights serve as adaptive fusion coefficients between shallow and deep features, as shown in Equation (4):

(4)

An adaptive weighting combination representing deep and shallow features: when α approaches 1, it primarily 
preserves the detailed information of shallow features; when α approaches 0, it primarily preserves the detailed 
information of deep features; when α is set to 0.5, both types of features achieve relatively balanced fusion.

(3) Feature optimization and output
To further enhance the expressive capability of the fused features, all adaptive fusion results are merged along 

the channel dimension, as shown in Equation (5): 

 (5)

The result obtained by concatenating the selected aggregated outputs from the four partitions. Finally, 
the merged features undergo convolution, batch normalization, and ReLU activation in sequence, as shown in 
Equation (6):

(6)

Represents the final output of the fused features.

2.2.3. Improved loss function
Wise-IoU employs a dynamic focusing mechanism to adaptively mitigate the impact of low-quality sample data on 
the accuracy of persimmon quality grading detection. Furthermore, the relative area weighting strategy introduced 
during Wise-IoU computation assigns more appropriate loss weights to small-scale targets. This alleviates the 
reduction in extractable features caused by leaf and branch occlusion. Therefore, Wise-IoU is selected as the 
bounding box regression loss function. The calculation formulas for the Wise-IoU loss function (7), (8), and (9) 
are as follows:

(7)

(8)

(9)

In the formula, IoU denotes the intersection-over-union ratio between the target box and anchor box, RWIoU 
represents the distance loss, and the superscript * denotes the gradient separation operation, which isolates the 
width Wi and height Hi of the ground truth box from the backpropagation computation graph. When RWIoU falls 
within the interval [1, e], it indicates a medium-quality anchor box, leading to an increased LIOU loss value. 
Conversely, when LIOU resides within the interval [0, 1], it corresponds to a high-quality anchor box, prompting 
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the system to significantly reduce its RWIoU weight.

2.3. Experimental environment and parameter configuration
The training and testing processes of this research model were implemented on the Windows 11 operating system. 
The relevant configuration comprised a 16 vCPU Intel® Xeon® Platinum 8481C processor equipped with an 
NVIDIA GeForce RTX 4090 GPU. The development environment consisted of PyTorch (2024.3.1.1) + Python 3.8 
+ CUDA 11.8. During training, the following parameters were set: 100 training epochs, a batch size of 32, input 
image dimensions of 640×640 pixels, SGD as the optimizer, and an initial learning rate of 0.01.

2.4. Evaluation indicators
In object detection tasks, different evaluation metrics reflect the performance of detection algorithms from 
various perspectives. To comprehensively assess the detection capabilities of the model developed in this study, 
a comprehensive evaluation is conducted using metrics such as precision (P), recall (R), mean average precision 
(mAP), and others.

  (10)

(11)

(12)

In terms of detection speed, computational load is evaluated using the number of floating-point operations 
(GFLOPs), while model complexity is measured by the number of parameters (params).

3. Results and analysis
3.1. Ablation experiment
To quantitatively evaluate the specific contributions of each proposed improvement method to the performance 
of the YOLOv8s model, a systematic set of ablation experiments was designed. Detailed results of the ablation 
experiments are shown in Table 1. The experiments used the original YOLOv8s as the baseline model and 
progressively integrated the proposed improvement modules into the baseline model. All experiments were 
conducted under identical hardware environments, datasets, training parameters, and evaluation metrics. By 
comparing key performance indicators—including detection accuracy, recall, and mAP—under both individual 
and combined effects of each improvement module, we thoroughly analyzed the specific impact of each 
enhancement on persimmon grading detection performance, thereby validating the effectiveness of each module.
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Table 1. Ablation experiments

ADown MSFAN WIoU P/% R/% mAP/% Para/M GFLOPs

— — — 78.7 82.1 86.7 11.1 28.4

√ — — 79.5 83.3 86.9 9.4 25.7

— √ — 73.9 83.4 87.3 10.9 29.9

— — √ 79.2 80.8 86.9 11.1 28.4

√ √ — 80.3 83.0 88.2 8.6 27.4

√ — √ 79.0 83.5 88.8 9.4 25.7

— √ √ 75.8 78.7 86.4 10.2 29.9

√ √ √ 82.8 83.7 89.4 8.6 27.4

The fully improved model (ADown+MSFAN+Wise-IoU) achieved the best performance across all evaluation 
metrics. Accuracy reached 82.8%, an improvement of 4.1 percentage points over the baseline model; recall was 
83.7%, an increase of 1.6 percentage points; mAP@0.5 reached 89.4%, an increase of 2.7 percentage points. 
Simultaneously, the model’s parameter count was reduced to 8.6 million, a decrease of 22.5%, with GFLOPs at 
27.4, showing a reduction compared to the baseline model.

3.2. Comparison results of mainstream models
To validate the superiority of the YOLOv8-MSFAN algorithm, six widely applied and representative network 
models from the YOLO series—YOLOv5, YOLOv8, YOLOv9, YOLOv10, YOLOv11, and YOLOv12—were 
selected for comparative testing against the proposed YOLOv8-AFDAN model. Experimental results are presented 
in Table 2. To ensure experimental accuracy, all network models were trained and tested using the same dataset 
and identical training parameters, with consistent evaluation metrics applied as the assessment standard.

Table 2. Comparative experimental data for different YOLO models

Models P/% R/% mAP/% P/MB GFLOPs

YOLOv5 76.7 80.9 85.4 9.1 23.8

YOLOv8 78.7 82.1 86.7 11.1 28.4

YOLOv8-MSFAN 82.8 83.7 89.4 8.6 27.4

YOLOv9 74.1 76.8 80.9 7.2 26.7

YOLOv10 67.7 78.0 77.9 7.2 21.4

YOLO11 74.8 77.9 82.9 9.4 21.3

YOLO12 69.6 81.0 79.5 9.2 21.2

Comparative results across different models reveal that the YOLOv8-MSFAN model outperforms all others in 
every aspect, surpassing even the latest YOLO11 and YOLO12 versions. This fully demonstrates the effectiveness 
of the improved model proposed in this paper for fruit persimmon quality grading detection tasks. 

3.3. Detection performance under different occlusion conditions
To validate the detection performance of the improved YOLOv8s model on persimmons under varying occlusion 
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conditions, the enhanced model was tested against the standard YOLOv8s model in identical scenarios. As shown 
in Figure 6, under mild occlusion, the YOLOv8s model produced false positives, misclassifying a single occluded 
fruit as two separate objects. Under severe occlusion, the YOLOv8s model incorrectly classified the “normal” 
category as “sunken.” Thus, under occlusion conditions, the YOLOv8-MSFAN model demonstrates superior 
detection performance.

Mild obstruction

Heavy occlusion

Original image YOLOv8s model YOLOv8s-MSFAN model

Figure 6. Performance of YOLOv8s and YOLOv8-MSFAN models under different occlusion conditions

4. Conclusion
Due to factors such as severe foliage obstruction and subtle differences in characteristics between fruits of 
varying quality, accurate detection in persimmon quality grading remains challenging. Furthermore, research on 
persimmon quality assessment is scarce. this study proposes a lightweight persimmon detection model based on 
an improved YOLOv8s. It replaces the Conv layer in the backbone network with an ADown module, incorporates 
a Multi-Scale Feature Aggregation Propagation Network (MSFAN) into the neck layer, and finally introduces the 
Wise-IoU loss function. Across various occlusion scenarios, the YOLOv8-MSFAN model demonstrated robust 
performance, accurately identifying persimmons under both mild and severe occlusion conditions. This effectively 
addresses the accuracy degradation issues faced by traditional methods in complex environments. The model 
provides a valuable technical solution for fruit quality detection in smart agriculture, holding significant theoretical 
and practical value for advancing agricultural modernization and intelligent development.
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