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Abstract: Aiming at the problem that the data in the user rating matrix is missing and the importance of implicit trust 
between users is ignored when using the TrustSVD model to fill it, this paper proposes a recommendation algorithm 
based on TrustSVD++ and XGBoost. Firstly, the explicit trust and implicit trust were introduced into the SVD++ model 
to construct the TrustSVD++ model. Secondly, considering that there is much data in the interaction matrix after filling, 
which may lead to a rather complex calculation process, the K-means algorithm is introduced to cluster and extract user 
and item features at the same time. Then, in order to improve the accuracy of rating prediction for target users, an XGBoost 
model is proposed to train user and item features, and finally, it is verified on the data sets MovieLens-1M and MovieLens-
100k. Experiments show that compared with the SVD++ model and the recommendation algorithm without XGBoost 
model training, the proposed algorithm has the RMSE value reduced by 2.9% and the MAE value reduced by 3%.
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1. Introduction
In the information age, the accumulation of data leads to information overload, which makes it a time-consuming 
and laborious process for users to filter out the information they need from massive data. In order to solve this 
problem, researchers have introduced recommendation algorithms that can recommend different items according 
to different users, which alleviates the above problem to some extent. However, the algorithm is not suitable for 
new users. Due to the lack of interactive information, it is impossible to analyze user preferences and further lead 
to the cold start problem.

To solve the above problems, Chen and Shu [1] combined the trust network and SVS++ algorithm to make 
recommendations, and combined the explicit trust factor with the user’s implicit feedback to fill the missing values 
in the above matrix. However, they only started from the perspective of explicit trust information and ignored the 
implicit trust factor. Zhang et al. [2] proposed the application of the XGBoost algorithm in e-commerce commodity 
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recommendation, and used the XGBoost model to train the characteristics of users and items. However, due to 
the lack of consideration of the user’s historical interaction information in the proposed model, the characteristics 
of the training are biased, which leads to poor recommendation performance. He and Hu [3] proposed to integrate 
matrix factorization and the XGBoost algorithm for recommendation, which solved the problem that the founder 
must be used in matrix factorization. However, they only introduced implicit feedback information on the basis 
of singular value decomposition, and ignored the trust relationship between users that would also have an impact 
on the recommendation effect. Yin et al. [4] adopted singular value decomposition dimension reduction technology 
of local optimization and K-means clustering technology for recommendation, and used a clustering algorithm to 
solve the problem of excessive data volume of completion scoring matrix, but ignored the shortcomings of K-means 
algorithm.

This paper makes an in-depth analysis of the above problems and makes the following improvements: Firstly, 
explicit trust and implicit trust were integrated into the SVD++ model, and then the way of selecting cluster 
centers was redefined to make up for the shortcomings of selecting cluster centers in the K-means algorithm. 
Secondly, the improved clustering algorithm was used to cluster the filled rating matrix and construct the features 
corresponding to users and items. Finally, the XGBoost model is used for training to obtain the predicted score 
value of the project by the target user [5]. In summary, the method mentioned in this paper not only considers the 
influence of the implicit trust factor between users but also improves the shortcomings of the clustering algorithm.

2. Related technologies
2.1. Singular Value Decomposition (SVD)

Traditional matrix factorization has strict requirements on the dimension of the matrix [6], that is, it must be a 
square matrix, but most data sets do not meet this condition. In order to overcome this limitation, Singular Value 
Decomposition (SVD) technology has been proposed by scholars. It is defined as follows.

R TU SV=   (1)
Where U and V are users and item feature matrix respectively, and S is used to represent the relationship 

between them

2.2. Introduction to SVD++
The idea of SVD++ model is that the Bias SVD model considers the bias of users and the bias of items [7]. When 
users lack interactive information about a certain item, they can use its implicit feedback, such as historical records 
or click-through rates, and other information to predict their prediction score for a certain item. It is defined by the 
formula:
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Where Iu is the user’s historical interaction information, namely implicit feedback information. At the same 
time, experiments show that taking 1/2 can alleviate the influence of different set numbers on the prediction score.

2.3. K-means algorithm
The main goal of K-means algorithm is to cluster the given dataset into k clusters according to the distance formula 
under the condition of determining the initial K value [8]. For each cluster, it is hoped that the data difference 
within it is as small as possible, and the data difference between clusters is as large as possible. Its commonly used 
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distance formula is the Euclidean formula, which is defined as follows：
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The clustering center is updated as follows:
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In the formula, CK denotes the kth cluster, and  represents the number of points in that cluster.
The termination condition of K-means algorithm is controlled by two factors, that is, the number of iterations 

and the error value. When the number of iterations is reached or the sum of squared errors of all objects to the 
corresponding initial value center is minimum, the iteration is terminated.
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2.4. XGBoost model
XGBoost [3,9,10] is an improvement of the Boosting algorithm proposed by Dr. Tianqi Chen of the University of 
Washington in 2014 on the basis of the GBDT algorithm. The internal decision tree uses a regression tree, which 
has a series of characteristics such as fast speed, good effect, ability to deal with large-scale data, and a custom loss 
function. Since the XGBoost algorithm can improve the ability of a prediction model, it can be used to improve 
the prediction score of target users in personalized recommendation. Its objective function is as follows.
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3. Algorithm improvement
3.1. TrustSVD model
TrustSVD model integrates explicit trust information between users on the basis of SVD++ model. Suppose that 
user u trusts user v, and its trust matrix is defined as T = [tu,v]MxM 

[11–13]. Therefore, the matrix T is decomposed into 
the trust matrix PMk and the trusted matrix WMK, such that T≈PWT. Therefore, the trust relationship between user 
u and user v can be expressed as follows.

,
ˆ T
u v u vt = p w  (7)

For matrices P and W, we adopt the method of gradient descent in machine learning to calculate them, and 
define the loss function as follows:
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After introducing the trust factor, the formula becomes as follows:
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Where Tu is the trust set of user u, which contains all explicit trust information of user u.

3.2. TrustSVD++ model
Because the explicit trust information is generally decided by the user himself, the user considers whether to give 



345 Volume 9, Issue 3

the trust relationship to his trust relationship item according to his own judgment, and its reliability is relatively 
high. The implicit trust information is obtained through the interaction information between users and commodities 
and between users [14]. Thus, implicit trust is much easier to obtain than explicit trust. Therefore, it is necessary to 
introduce an implicit trust factor into the TrustSVD model. The above equation (9) is improved as follows.
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Where and represent the user’s explicit trust information set and implicit trust information set respectively, 
and K is the weight value. When K is 0, it means that only the influence caused by implicit trust is considered; 
on the other hand, k = 1 means that only the influence caused by explicit information is considered. Several 
experiments were conducted, and 0.8 was found to be the best value for k.

In order to avoid overfitting in the process of model training, the loss function definition of the TrustSVD++ 
model is defined by referring to the loss function definition of the TrustSVD model, that is, considering that new 
users and new items may have a large impact, so a large penalty factor is selected, otherwise a small penalty factor 
is adopted. The formula is as follows:
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Where  and  represent the implicit trust set and explicit trust set of user v, respectively.

3.3. Optimizing the initial k-means clustering centers
In this paper, aiming at the defects of K-means clustering algorithm in selecting the initial cluster center, the 
algorithm based on point density is adopted to optimize it. In addition, considering that isolated points affect the 
cluster center to a certain extent, they are treated separately.

3.3.1. Optimizing the initial k-means clustering centers
Point density: Suppose that a data set U is given and a sample point x is selected from it. The number of all sample 
points contained in the spherical domain with x as the center of the sphere and r(r>0) as the radius is called the 
density of point x, which is denoted as D(x), namely:

( ) |{ ( , ) , } |D x p d x p r p U= ≤ ∈∣  (12)

Where d(x,p) is the distance between two points, and the similarity is taken as the distance between two 
points, that is, d(x,p) = sim(x,p). Formula (12) can be modified as follows.

( ) |{ ( , ) , } |D x p x p k p U= ≥ ∈∣sim
 (13)

Where k is the similarity threshold
Outlier: If AV(x) is the mean of all the data points in the dataset, a given sample point x is an outlier if D(x) 

< mAV(x), where m is in the range [0,1]. In addition, a point is an outlier if the number of surrounding points is 
very small. Among them:

3.3.2. Optimal selection of initial cluster centers
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The basic idea is to calculate the density of each point in the data set, then sort it, and take the point before the 
average density is greater than or equal to, and add it to set A. The first cluster center is the point with the highest 
value in A. According to Formula (13), for a certain local point, if its density is the largest, the neighboring points 
may also have the largest density due to their similarity. Therefore, a threshold d is set to avoid this situation 
and facilitate the selection of the next clustering center. When selecting the next point, if the similarity between 
two points is lower than this threshold, it is used as the second cluster center point, and so on until K points are 
selected. The detailed process is as follows:

(1) Input content: Given data U, the number K of cluster centers to be selected.
(2) Define the set M, set A and set N, and set them as empty sets.
(3) Calculate the similarity between any two points in the data set U, and construct the similarity matrix D.
(4) Use formula (13) to calculate the point density of each point. If D(xi)>A(x) is satisfied, the point will be 

added to the set A; otherwise, the point will be added to the set N.
(5) Take the largest point in set A as the first initial cluster center, add it to set M, assume it is a1, and mark it 

as processed.
(6) Then search for the next cluster center. If ①sim (a1,a2) <d②a2 is the point with the largest density 

remaining in the set, that is, D(a2)=Max{D(x)|x∈U-M}, add it to the set M.
(7) Repeat (5), and the algorithm ends when K cluster center points are found.
According to the above steps, the selection of cluster centers is no longer random, and the selected range is in 

the set A, which undoubtedly narrows the search range and reduces the required time.

3.3.3. Handling isolated values
The K cluster centers are obtained by the above algorithm, and the data in the set A is clustered by using the K 
cluster centers, the number of clusters is K, and then the points in the set N are divided into the corresponding 
categories according to the nearest principle.

4. Experimental verification and analysis
4.1. Experimental data set and evaluation index selection
In this paper, the public movie data MovieLens-1M and MovieLens-100k are used, and the scoring metrics 
adopted are MAE and RMSE, which are calculated as follows:
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4.2. Analysis of experimental results
The experimental ideas of this paper are as follows:

(1) The TrustSVD++ model proposed in this paper is compared with Basic User (UCF), item-based (ICF), 
SVD, and SVD++ models to verify the influence of trust information on the model;

(2) Compare the influence of using matrix factorization on the XGBoost model;
(3) Compare the effects of different data sets on the performance of the model proposed in this paper.
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Firstly, the first set of experiments was verified. On the dataset of MoviesLens-100k, RMSE and MSE index 
values were used. By comparing the TrustSVD++ model proposed in this paper with the User-based Collaborative 
filtering algorithm (UCF), item-based collaborative filtering (IFC), recommendation algorithm based on SVD 
model, and collaborative filtering algorithm based on SVD++ model, the specific effects are shown in Figure 1.

Figure 1. Comparison of RSME and MAE among different algorithms

Considering that the number of clusters need not be specified when SVD++ model is used, the TrustSVD++ 
model is evolved on the basis of SVD++ model, so the number of clusters need not be specified. According to the 
results of Figure 1, the following points can be obtained: (1) The RMSE values corresponding to ICF and UCF 
algorithms are basically around 9.33 and 9.5, and the MAE values corresponding to ICF and UCF algorithms 
are basically stable at around 0.73 and 0.75. (2) Compared with the SVD++ model, the RMSE and MAE of the 
TrustSVD++ model are reduced by 2.31% and 2.89% respectively, indicating that the introduction of implicit trust 
information improves the effect of the model. (3) It can be seen that the model used in this paper is slightly better 
than other models.

Secondly, the second group of experiments is used to verify the influence of the XGBoost model on rating 
prediction. On the dataset MoviesLens-100k, the method using matrix factorization and filling technology 
combined with the XGBoost model (TXGB) is compared with other methods only using the XGBoost model 
(XGB). Its specific effect is shown in Figure 2.

Figure 2. Comparison of RSME and MAE between TXGB and XGB models
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Based on the content shown in Figure 2, the following conclusions can be drawn: The RMSE and MAE 
of the XGB model are stable at 0.8764 and 0.6915, while the two indicators of the TXGB model are stable at 
0.8474 and 0.6615. It can be seen that filling the interaction matrix with the TrustSVD++ model can improve the 
performance of the model. When K = 60, RMSE decreases by 2.9% and MAE decreases by 3%.

Finally, the third set of experiments was verified. Considering that the data size of the adopted MoviesLens-
100k dataset is small and there may be a chance, in order to avoid this uprising, the above experiments were 
carried out on the dataset MoviesLens-1M. The result is shown in Figure 3.

Figure 3. Comparison of RSME and MAE among different algorithms

According to Figure 3 above, it can be concluded that: (1) On large datasets, this algorithm outperforms other 
algorithms. Compared with the SVD++ model, the RMSE value of the TrustSVD++ model has decreased by 1.07%, 
and the MAE value has decreased by 1.03%. (2) This method can still achieve good results on large datasets.

5. Conclusion
This paper proposed a recommendation algorithm based on TrustSVD++ and XGBoost. Firstly, by introducing 
users’ implicit trust information on the basis of the TrustSVD model, the explicit trust and implicit trust between 
users are combined to make the similarity between users more accurate. Secondly, by redefining the method 
of cluster center selection in the K-means algorithm, the selection range of cluster centers is reduced to a set. It 
reduces the time of global selection of clustering centers and improves the clustering effect. Finally, the XGBoost 
model will be used to train the clustered features to predict the ratings of the target user. Experiments show that 
the proposed method improves the recommendation effect and alleviates the matrix sparsity problem to a certain 
extent.
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