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Abstract: With the development of artificial intelligence and deep learning, the attention mechanism has become a key 
technology for enhancing the performance of complex tasks. This paper reviews the evolution of attention mechanisms, 
including soft attention, hard attention, and recent innovations such as multi-head latent attention and cross-attention. 
It focuses on the latest research outcomes, such as lightning attention, the PADRe polynomial attention replacement 
algorithm, the context anchor attention module, and improvements in attention mechanisms for large models. These 
advancements improve the efficiency and accuracy of models, expanding the application potential of attention mechanisms 
in fields such as computer vision, natural language processing, and remote sensing object detection, aiming to provide 
readers with a comprehensive understanding and stimulate innovative thinking.
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1. Introduction
In the field of artificial intelligence, particularly with the rapid development of deep learning, the attention 
mechanism has emerged as an indispensable core technology [1–3]. This mechanism simulates the human ability 
to “focus,” allowing models to actively filter out the most critical information when faced with massive amounts 
of data. Through this approach, models can not only enhance their ability to capture important information 
but also effectively reduce unnecessary computational burdens, thereby improving overall performance and 
efficiency. The introduction of the attention mechanism has enabled deep learning models to perform more 
intelligently in complex tasks, better understanding and analyzing complex structures and relationships within 
data. In recent years, significant progress has been made in the study of attention mechanisms, driving innovative 
applications in various domains. Especially in the two primary directions of computer vision and natural language 
processing [4–7], researchers have continuously explored and optimized various attention mechanisms to enhance 
model performance and adaptability. In computer vision, attention mechanisms assist models in more precisely 



83 Volume 9, Issue 3

focusing on key features within images, leading to remarkable results in tasks such as object detection and 
image segmentation. In natural language processing, attention mechanisms have facilitated breakthroughs in 
machine translation, text generation, sentiment analysis, and other tasks, enabling models to better understand 
contextual information and semantic relationships. This article delves into the latest research advancements of 
attention mechanisms from these two perspectives, providing detailed introductions to their working principles 
and application examples in computer vision and natural language processing. It demonstrates how attention 
mechanisms are pushing the boundaries of artificial intelligence technology. By analyzing these recent research 
achievements, the article offers a more comprehensive understanding and recognition of attention mechanisms, 
thereby inspiring further innovative thinking and applications.

2. Overview of the development of attention mechanisms
In 2014, Bahdanau et al. introduced the soft attention mechanism or additive attention [6], a deterministic approach 
to attention allocation. This mechanism assigns weights to each part of the input data, which are calculated based 
on similarity with a query vector. The model then performs a weighted sum of the input data using these weights, 
generating a weighted representation for subsequent processing. Its main advantage is that the computation process 
is differentiable, facilitating backpropagation training. However, a drawback is that it may assign weights to some 
unimportant information, affecting the model’s ability to focus.

In 2015, Luong et al. proposed the hard attention mechanism, also known as stochastic attention [7]. This 
mechanism samples among different parts of the input data, focusing on a specific part at a time instead of 
assigning weights to all parts. This randomness allows hard attention to explore data more effectively in certain 
tasks, but also poses training challenges due to the non-differentiable nature of the random sampling process, 
requiring special optimization techniques. In the same year, Sukhbaatar et al. introduced a memory-based attention 
mechanism that incorporates a memory module [8], considering both input data and memory information when 
calculating attention weights. Memory can store previously processed data or prior knowledge, enabling the 
model to reference these memories in current tasks and make more accurate decisions. For example, in dialogue 
systems, memory-based attention helps the model better understand dialogue history, improving the coherence and 
accuracy of responses. Additionally, Yao et al. proposed a temporal attention mechanism in that year [9], focusing 
on time series features in data. This mechanism assigns attention weights based on temporal order, enabling the 
model to better understand temporal dependencies and dynamic changes when processing time series data such as 
speech recognition and video analysis. By focusing on data points at different time steps, the model can capture 
key information in the time series, enhancing modeling and prediction capabilities.

In 2016, Martins and Astudillo presented the sparse attention mechanism, which introduces sparsity 
constraints to reduce redundant information, resulting in a sparser distribution of attention weights with only a few 
elements having larger weights [10]. This mechanism improves the model’s computational efficiency and scalability, 
effectively reducing computational resource consumption when handling large-scale data and complex tasks such 
as long texts and high-resolution images. Meanwhile, Yang et al. introduced a hierarchical attention mechanism 
that divides attention into multiple levels, with lower levels focusing on word features and higher levels focusing 
on sentence or paragraph features [11]. This hierarchical approach enhances the model’s understanding of 
hierarchical structures and semantic information, particularly excelling in natural language processing tasks such 
as text generation and question answering systems.
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In 2017, Vaswani et al. introduced the self-attention mechanism and multi-head self-attention mechanism [1]. 
Self-attention focuses on relationships between internal parts of the input data, assigning attention weights by 
calculating similarities between elements without requiring additional context information. It effectively captures 
long-distance dependencies and enhances the understanding of semantic relationships between words. The multi-
head attention mechanism extends self-attention by dividing the input data into multiple “heads,” independently 
calculating attention weights, and then concatenating or performing a weighted sum. This allows the model to 
attend to data from multiple perspectives and capture more features. This mechanism is the core of the Transformer 
architecture and has been widely applied in natural language processing tasks, achieving significant results. 
The adaptive attention mechanism, proposed by Lu et al., aimed to enable the model to automatically adjust 
attention allocation based on task requirements and input data [12]. By learning a set of parameters, this mechanism 
improves the model’s ability to select the best attention strategy in different scenarios, enhancing flexibility and 
generalization capabilities to adapt to complex and varying task environments, such as automatically adjusting the 
level of focus on different regions in image recognition.

In 2021, Gheini et al. introduced the cross-attention mechanism [13], primarily applied in encoder-decoder 
architectures. It allows the decoder to calculate attention weights based on the current decoding state and 
encoder output, selectively focusing on information relevant to the current decoding task. This mechanism is 
particularly important in tasks like machine translation and text summarization, helping the model better establish 
correspondences between the source and target languages.

3. Latest research achievements in attention mechanisms
The attention mechanism originates from observations of the human visual system, where humans automatically 
focus on interesting parts of a scene while ignoring other irrelevant information. Inspired by this, researchers have 
introduced attention mechanisms into deep learning models to improve their performance in handling complex 
tasks. In recent years, attention mechanisms have achieved significant results in computer vision, natural language 
processing, speech recognition, and other fields.

3.1. Next-generation attention mechanism – lightning attention
Qin et al. proposed a new attention mechanism called lightning attention [14]. This mechanism demonstrates 
significant improvements in computational efficiency and effectiveness, potentially becoming an important 
alternative to future Transformer architectures. The network architecture diagram is shown in Figure 1.

The framework of lightning attention is shown in Figure 1, which illustrates its algorithmic diagram. In the 
i-th iteration, the tiled blocks of matrices Qi, Ki, and Vi are transferred from High-Bandwidth Memory (HBM) to
Static Random-Access Memory (SRAM). In SRAM, the outputs Ointra and Ointer are independently calculated,
followed by an update to the KV matrix. Finally, the output Qi (the sum of Ointra and Ointer) is written back from
SRAM to HBM.



85 Volume 9, Issue 3

loop over   dim

i
i

i
Copy Block to 

SRAM

Intra block

Output
To HBM

Inter block

i

store in HBM

store in HBM

On-chip SRAM

dRQ ×∈ n

dRK ×∈ n

dRV ×∈ n

dRO ×∈ n

( )K VO t ⋅Λ= Qin te r( )MKO T
tt ⋅= Qin tra

erra ooO intintt +=
( ) t

T

t
BB VKKVKV 11 −− Λ+= λλ

n

Figure 1. Structural framework of lightning attention

3.2. Multi-head latent attention mechanism
Multi-head latent attention introduces latent variables  and  based on multi-head attention [15], and its structural 
framework is shown in Figure 2. It aims to better capture the complex structures and uncertainties in data by 
learning the latent attention distribution. Compared to traditional multi-head attention, it can more flexibly model 
changes in attention weights, thus demonstrating better adaptability and robustness when processing noisy or 
ambiguous data, effectively extracting useful information.

3.3. Sparse attention in large models
Native Sparse Attention (NSA) is an efficient solution for modeling long contexts, combining algorithmic 
innovations with hardware-aligned optimizations [16]. NSA employs a dynamic hierarchical sparsity strategy, 
reducing computation through coarse-grained token compression while maintaining global contextual awareness 
and local precision through fine-grained token selection. The model’s two key innovations lie in achieving 
arithmetically intensity-balanced algorithmic design, significantly accelerating computations, and optimizing for 
modern hardware. Additionally, NSA supports end-to-end training, reducing pre-training computations without 
sacrificing performance. Its network architecture is shown in Figure 3.

Figure 3 (Left) shows the framework processes the input sequence through three parallel attention branches. 
For a given query, previous keys and values are transformed into compressed attention to identify coarse-grained 
patterns; important token blocks are focused on through selective attention; and local contexts are captured 
through sliding attention. The right shows a visualization of different attention patterns generated by each branch. 
The green areas represent parts where attention scores need to be calculated, while the white areas indicate parts 
that can be skipped.
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Figure 2. Framework diagram of multi-head latent attention
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Figure 3. Sparse attention network architecture diagram



87 Volume 9, Issue 3

3.4. Attention mechanism in remote sensing target detection
In the YOLOv11 network, researchers have added a new attention mechanism [17], namely the Context Anchor 
Attention (CAA) module, which captures long-distance contextual information in parallel for remote sensing 
target detection.

3.5. Polynomial attention alternative algorithm for efficient visual transformers
PADRe is a novel polynomial attention alternative algorithm designed to improve the computational efficiency of 
visual Transformers [18]. This algorithm provides a unified framework that can effectively replace traditional self-
attention mechanisms, thereby enhancing overall performance. PADRe utilizes polynomial functions and draws on 
relevant achievements in approximation theory to enhance computational efficiency without sacrificing accuracy. 
Its key components include multiplicative nonlinearity, employing intuitive and hardware-friendly operations such 
as the Hadamard product, resulting in only linear computational and memory overhead. Additionally, PADRe 
avoids using complex functions such as Softmax while achieving comparable or superior accuracy to traditional 
self-attention mechanisms.
3.6. Scaled dot-product attention
According to Figure 4, scaled dot-product attention is a commonly used attention computation method. It 
calculates attention scores by computing the dot product of query vectors and key vectors, then scales the scores 
to prevent numerical instability. Finally, it uses the Softmax function for normalization to obtain attention weights. 
This mechanism is simple and efficient, widely used in many Transformer-based models, giving the models 
powerful representation capabilities.
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Figure 4. Scaled dot-product attention

4. Conclusion
This article systematically reviews and analyzes the latest research progress of attention mechanisms, 
demonstrating their wide range of applications in multiple fields and the trend of continuous evolution. New 
attention mechanisms, such as lightning attention and multi-head latent attention, exhibit superior performance and 
flexibility in handling complex tasks. Meanwhile, with the continuous development of technology, improvements 
in attention mechanisms for large models and multimodal tasks also point to future research directions. By 
deeply understanding these mechanisms and their applications, researchers and engineers can better utilize 
attention mechanisms to enhance the intelligence level of artificial intelligence models, promoting innovation and 
development in various fields.
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