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Abstract: In the task of Facial Expression Recognition (FER), data uncertainty has been a critical factor affecting 
performance, typically arising from the ambiguity of facial expressions, low-quality images, and the subjectivity of 
annotators. Tracking the training history reveals that misclassified samples often exhibit high confidence and excessive 
uncertainty in the early stages of training. To address this issue, we propose an uncertainty-based robust sample selection 
strategy, which combines confidence error with RandAugment to improve image diversity, effectively reducing overfitting 
caused by uncertain samples during deep learning model training. To validate the effectiveness of the proposed method, 
extensive experiments were conducted on FER public benchmarks. The accuracy obtained were 89.08% on RAF-DB, 
63.12% on AffectNet, and 88.73% on FERPlus.
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1. Introduction
Emotions are expressed through various non-verbal means, with facial expressions being the most intuitive 
and widespread form of emotional communication. In recent years, numerous deep learning-based facial 
expression recognition (FER) methods have been proposed with promising performance. However, there are 
annotation discrepancies between different labelers for similar expressions, which leads to uncertainty [1-4]. 
Typically, uncertainty can lead to insufficient feature learning by the model, particularly when dealing with 
complex expressions where key facial features are not adequately captured. Studies have shown that in the final 
classification results of a facial expression recognition task trained with the ResNet-18 model, misclassified 
samples are often uncertain ambiguous expression images, accompanied by high confidence scores. The model 
gradually memorizes the facial features of noisy samples and overfits as the training epochs progress, leading to 
overly confident misclassifications.

To address the aforementioned challenges of uncertainty, this paper proposes a sample selection framework 
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based on the ResNet-18 model. The framework utilizes an uncertainty determination mechanism to select 
samples that positively contribute to model training. Specifically, the training data is first divided into a clean 
set and an uncertain set. To enhance training stability, the sample exclusion strategy prevents uncertain samples 
from participating in the training process and temporarily reserves them for reassessment in the next epoch. 
Additionally, this framework incorporates RandAugment [5] during data preprocessing, utilizing a richer feature 
space to improve the model’s ability to distinguish between different facial expression categories, thereby 
increasing intra-class compactness and inter-class separability. The main contributions of this paper are as 
follows:

We propose an efficient sample exclusion framework to mitigate the effect of uncertain samples on model 
training, allowing the model to learn clean facial expression features. We conduct comprehensive experiments 
on both real-world and synthetic noise Facial Expression Recognition (FER) datasets to validate the strong 
robustness of our method.

2. Related work
2.1. Facial expression recognition
The uncertainty stemming from inter-class similarity and annotation ambiguity in facial expressions makes it 
challenging to accurately recognize emotions. Recent methods [1-4] leverage learnable uncertainty to enhance 
model robustness. SCN [1] suggests quantifying the uncertainty of each sample and ranking them to suppress 
uncertain samples through re-labeling. DMUE [2] introduces a multi-branch learning framework to explore latent 
distributions and decay the weights of uncertain samples using confidence scores. RUL [3] quantifies the relative 
uncertainty of images and uses it for the weight of facial features mix. IPA2LT [4] is the first to address label 
inconsistency in FER datasets, proposing to assign pseudo-labels to each image to obtain a latent distribution.

2.2. Learning with noisy labels
Learning with noisy labels is currently mainly classified into two categories: adjusting the loss function [6,7] and 
clean sample selection methods [8,9]. Adjusting the loss function [6,7] focuses on estimating the noise transition 
matrix, inferring the probability of different class data points being corrupted using clean samples, and 
modifying the loss of each sample to minimize the adverse effects of label noise. Sample selection research [8,9] 
currently focuses on methods based on probability distribution. These methods typically utilize confidence to 
address noisy labels, where confidence reflects the model’s certainty about each sample prediction.

3. Proposed method
3.1. Overview of proposed method
This paper designs a training framework based on confidence error to prevent deep networks from overfitting 
uncertain facial images. We observe that the model tends to memorize noisy facial features during training, 
which leads to a gradual increase in the classification accuracy of uncertain labels after an early fluctuation. 
Inspired by [9], we compute the confidence error of training samples. To prevent the model from memorizing 
uncertain facial images, samples with confidence errors above the fixed threshold are excluded from training 
and retained for re-evaluation in the next epoch. In addition, we employ RandAugment during the data 
preprocessing stage to expand the feature space of facial expressions.
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3.2. Data augmentation module
To mitigate the deterioration of training caused by uncertainty, we introduce RandAugment [5]. RandAugment 
expands the training dataset by randomly selecting transformations for each sample in a mini-batch and 
increases the diversity of images. In FER tasks, facial expression images may be blurry or occluded and the 
model may fail to learn useful knowledge for distinguishing uncertain samples. Therefore, we choose to 
use RandAugment to introduce perturbations to simulate the real-world data distribution, making the model 
sensitive and adaptive to uncertainty.

3.3. Confidence error
Confidence error [9] is defined as the difference between the predicted label and the original label of a sample, 
serving as a sieving strategy to distinguish clean samples from noisy samples. During the training of CNN 
for Facial Expression Recognition (FER), the neural network model  is a k-class classifier 
with trainable parameters θ. The probability computed by the softmax activation function for each class 
represents the confidence of the sample in that class. Assuming a classification task on a training dataset 

, where n is the number of samples, X and Y denote the training sample and label 
spaces respectively.

Given a set of facial expression images , we apply RandAugment to the input images and then 
feed them into the neural network model to obtain the predicted probability for each class, denoted as . 
The model confidence  is generated through the original labels . Subsequently, the 
predicted confidence is considered as the current maximum probability:  argmax . From these 
two confidences, we can extract the confidence error of facial expression images:

 (1)

3.4. Uncertainty judgment module
To select uncertain data samples, this paper employs a proven effective sample exclusion method that uses 
cross-entropy to exclude samples exceeding a fixed threshold from training. Furthermore, these excluded 
samples can be re-evaluated instead of being deleted in the next epoch. For the multi-class facial expression 
task, we denote our loss as Sample Exclusion Loss (LSEL), formulated as follows:

 (2)

Where H(P,l)is defined as the cross-entropy of the probability distribution , with  as the fixed threshold. 
We calculate the loss for clean samples based on the formula. Importantly, samples exceeding the threshold do 
not participate in the current model training round, but their confidence error will be recalculated for judgment 
in the next epoch.

4. Experiments
4.1. Implementation details
This experiment utilizes the RAF-DB [10], FERPlus [11] and AffectNet [12] datasets, implemented with the PyTorch 
framework and executed on three GTX 1080 Ti GPUs. By default, we employed a ResNet-18 [13] pre-trained on 
MS-Celeb-1M [14] and trained it end-to-end as the backbone network. Facial images were resized to 224×224 
pixels for fair comparison. To improve the effectiveness of the sieving strategy, we applied horizontal flipping 
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with a probability of 0.5, Random Erasing [15], and RandAugment [5] to the images. The batch size was set to 
1024 during training. The initial learning rate was 0.001 and training ended at epoch 60. Additionally, we used 
the Adam optimizer with a weight decay of 0.0001 to expedite convergence. To decrease the learning rate after 
each epoch, the ExponentialLR learning rate scheduler was set with a gamma of 0.9.

4.2. Evaluation on noise for datasets
To quantitatively analyze noisy labels, we explore the robustness of our method across three parameters as 
shown in Table 1.

Table 1. Evaluation of the sample selection framework on synthetic uncertainty FER datasets

Noise (%) Method RAF-DB (%) AffectNet-7 (%)

10

SCN [1] 82.14 58.56

DMUE [2] 83.19 61.21

RUL [3] 86.22 60.54

Ours 88.17 61.24

20

SCN [1] 79.79 57.21

DMUE [2] 80.31 58.66

RUL [3] 84.34 58.36

Ours 87.09 60.84

30

SCN [1] 77.46 54.84

DMUE [2] 79.41 56.88

RUL [3] 82.06 56.65

Ours 85.10 59.63

Levels on the RAF-DB and AffectNet datasets. Specifically, we select 10%, 20%, and 30% of the training 
data in each category and randomly change their labels to assign them labels from other categories. For a fair 
comparison, we choose ResNet-18 as the backbone network and compare its performance with other state-
of-the-art FER uncertainty quantification methods based on ResNet-18. As shown in Table 1, our method 
outperforms superior performance compared to SCN and other state-of-the-art FER uncertainty methods. 

5. Conclusions
This paper proposes a simple framework based on confidence error to prevent deep networks from overfitting 
uncertain facial images. The sample selection framework employs an uncertainty Judgment module to filter 
out samples above the fixed threshold and retain them for training, which prevents the model from overfitting 
uncertain facial expression images. Additionally, this paper introduces RandAugment to simulate real-world 
data distribution, making the model sensitive and adaptive to uncertainty. Experimental results on multi-
dimensional synthetic and real-world FER datasets demonstrate the robustness of this framework. Furthermore, 
compared to other uncertainty training methods, the proposed sample selection framework achieves state-of-
the-art performance.
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