Predicting Google’s Stock Price with LSTM Model
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Abstract: Stock market has a profound impact on the market economy. Hence, the prediction of future movement of stocks is of great significance to investors. Therefore, an efficient prediction system can solve this problem to a great extent. In this paper, we used the stock price of Google Inc. as a prediction object, selected 3810 adjusted closing prices, and used long short-term memory (LSTM) method to predict the future price trend of the stock. We built a three-layer LSTM model and divided the entire data into a test set and a training set according to the ratio of 8 to 2. The final results show that while the LSTM model can predict the stock trend of Google Inc. very well, it cannot predict the specific price accurately.
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1. Introduction
Google is far ahead in global search. It is so eminent that foreign consumers use “Google search” to describe the Internet to retrieve information rather than “online search”, and only the world’s most valuable brands can use their own names in place of product or service’s names. Google also benefits from scale advantages and network effects. The more users use Google’s ecosystem of services, the more the company can learn from its data, and thus its ability to leverage artificial intelligence grows exponentially over time. Network effects provide Google with an additional source of sustained competitive advantage. The more videos are uploaded to YouTube, the more viewers are drawn to the platform. Larger audiences also provide an incentive for creators to keep producing more and better contents. In this case, creators and viewers gravitate to the leading video platform, creating a self-sustaining virtuous cycle for the business. From a fundamental point of view, it’s not an exaggeration to say that Google is one of the most competitive companies in the world, and these mentioned advantages enable the company to continue to create value for investors over the long term. Its remarkable revenue growth, superior profitability and high stock evaluation all lays the solid foundation for stock prediction on Google.

Stock price predictions are theoretically possible. However, it is impossible to pinpoint all of the elements that may influence stock prices and how they will affect stocks. This is because the forecasting model should be able to handle nonlinear problems because the stock prediction is highly nonlinear. Nevertheless, it is suitable to use the recurrent neural network (RNN) to predict since the stock has the characteristics of time series [1]. Although the RNN models allows the persistence of information, however, the general RNN model is weak to describe the time series data with long memory. For example, considering the time series is too long, the phenomenon of gradient dissipation and gradient explosion makes RNN training exceedingly difficult. The long short-term memory (LSTM) model proposed by
Hochreiter and Schmid Huber is modified on the basis of the RNN structure, thereby, solving the problem that the RNN model cannot describe the long memory of time series\(^2\).

The rest of the paper is arranged as follows: Section 2 is primarily intended to make a literature review; Section 3 describes the methodology of predicting stocks; Section 4 includes the elucidation of models as well as the analysis of the experimental results; Lastly, the paper ends with concluding remarks and relevant future perspectives in Section 5.

2. Literature review

Time series analysis predicts the future values of the series based on data through the analysis of data sets\(^3\). Scholars have previously confirmed the feasibility and effectiveness of time series models in financial markets. The autoregressive–moving-average (ARMA) model and the autoregressive integrated moving average (ARIMA) model based on the ARMA model are important methods for studying time series\(^4,5\), and are adapted for short-term forecasting\(^6,7\). However, there are still some problems with time series models, real-world systems are usually nonlinear and time series data are mostly unstable. Therefore, the combination of artificial neural network model (ANN) and support vector machine (SVM) is the most used method, resulting in better prediction accuracy than traditional methods\(^8\). ANN cannot capture sequence information in the input data required to process sequence data and gradient explosion or disappearance\(^9\) while SVM can solve multi-dimensional and nonlinear problems and avoid neural network structure selection and local minimum point problems to a certain extent\(^10\).

The use of machine learning methods to forecast the stock market has been extensively studied in literatures. Google Trends and an improved population-based sine and cosine algorithm (ISCA) have both been used by some researchers to enhance the performance of the optimized artificial neural network (ANN), leading to the conclusion that Google Trends data can aid in more precise stock price direction prediction\(^11\).

This paper adopts the LSTM model, which can pass data to each layer, which ensures the existence of short-term memory while training long-term memory. Moreover, LSTM also solves the vanishing gradient problem encountered by recurrent networks when dealing with long data sequences\(^12\).

3. Methodology

Hochreiter and Schmidhuber first suggested the LSTM in 1997, and it later gained enormous popularity, especially for use in solving issues involving time series prediction\(^12\). With the addition of three memory modules: input gate, output gate, and forget gate —LSTM primarily addresses the gradient disappearance issue that is common in classical RNN\(^13\). These three doors and a memory unit together form a memory block (the specific structure of the memory block is shown in Fig. 1). The upper line inside the square is called the cell state and is used to control the transfer of information to the next moment\(^14\).
In Figure 1, we can see that LSTM can add or remove information to the cell state, governed by structures called gates. Gates, which consist of a sigmoid neural network layer followed by a pointwise multiplication operation, are used to selectively let information through. The sigmoid layer outputs a number between 0 and 1, describing how much of each component should pass, and the larger the value, the more it will pass\(^{[15]}\).

1. The forget gate controls what information can pass through the sigmoid and will pass or partially pass according to the output of the previous moment, to achieve the effect of selective filtering.

\[
F_t = \sigma(\omega_f \ast [h_{t-1}, x_t] + b_f)
\]

(2) An “input gate” layer that determines the values that will be used to update through sigmoid is added to a tanh layer used to generate new candidate values, and the candidate values are obtained to generate new information that needs to be updated (discard unnecessary information, add new information).

\[
C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t
\]

(3) The last step is to get an initial output through the sigmoid layer, use tanh to scale the value between -1 and 1, and then multiply the output obtained by the sigmoid pair by pair to get the output of the model.

\[
o_t = \sigma(w_0[h_{t-1}, x_t] + b_0)
\]

\[
h_t = o_t \ast \tanh(C_t)
\]

4. Empirical analysis
This paper used Google stock data for the last 20 years, with data on open, close, high, low, adjusted close and trading volume. The Google stock data is from Yahoo Finance and records 3,810 records from August 19, 2004, to October 4, 2019. In this research, we used the adjusted closing price as the final price of Google Inc.’s daily stock.

4.1. Data preprocessing
We used the data before January 1, 2019, as the training set of the data, and the data after January 1, 2019, as the validation set of the data. After we have dealt with the irrelevant features of the training set, the data is uniformly normalized to reduce the influence of too large dimensional gaps. After confirming the data
training set, it was then divided with a ratio of 60:1, and then converted to an array with NumPy to complete the data preprocessing.

4.2. Modeling
We selected TensorFlow as the deep learning framework for this modeling. When modeling the LSTM model, we set up a 3-layer network. The first layer was the LSTM layer (dimension; 60), and the second layer was the LSTM layer (dimension; 80), the third layer was the LSTM layer (dimension; 120), the dropout layer (dropout=0.2, used to prevent overfitting) was sandwiched between the three LSTM layers, and the fourth layer was the fully connected layer (The neuron number was 1, which was used to predict the future 1 Google stock price), the Adam optimizer was used to estimate the parameters, the learning rate adopted the LR decay method, and the maximum number of iterations was set to 50 times, and the mean square error regression loss was calculated to minimize the loss, until driven to 0.

4.3. Visualization
From the Figure 2, we can get a line chart with figsize= (14:5) as the ratio, time as the horizontal axis, and price as the vertical axis. The blue line shows the anticipated Google stock price, while the red line shows the actual Google stock price. The price mainly fluctuates around 1000-1200, and the duration is about 200 days.
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Figure 2. Google stock price prediction

5. Conclusion
In this paper, we used the LSTM recurrent neural networks to extract feature value and analyze the stock data. The LSTM deep learning model we used this time, which combines the attention mechanism with depth and uses the gradient descent method to achieve a faster speed approximation, had better performance than the previous ARIMA, ANN and SVM models, and based on the algorithm, it solved the problems of easily falling into local extreme values and slow convergence speed. In general, the overall trend of image prediction is basically consistent with the actual trend, and it is also suitable for predicting long-term trends. Although there will be delayed prediction due to the time difference and small changes that cannot be noticed in a short period of time, the upward or downward trend progressively starts to match as time goes on, and the coincidence degree in the later stage is greatly enhanced.

While the accuracy rate was not very satisfactory, we found that it can still be improved, especially if the correct threshold was set to effectively exclude very low or very high yield sequences. This is useful
when selecting stocks for analysis. Additionally, we have taken into account fewer learning characteristics and have not taken into account the subjective impact of political policies, business trade conditions, or even social climate, which will be the direction we quantify in the future. Instead, the image fit can be improved by adding more learned features and optimizing the neural network weight matrix. Finally, based on our comparison of different neural networks and optimization algorithms, better models should be designed to improve prediction accuracy in the future.
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